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Abstract. The core components of a tutoring systems appear to be widely
agreed upon. As an example, Murray’s seminal review work from 1999 included
the components of the student interface, domain model, teaching model, and stu-
dent model [1]. Woolf’s 2011 review of ITS divides the space into models of
student knowledge, domain knowledge, tutoring knowledge and the communica-
tion of knowledge [2]. VanLehn’s review work describing the behavior of tutor-
ing systems mentions “that although tutoring systems differ widely in their task
domains, user interfaces, software structures, knowledge bases, etc., their behav-
iors are in fact quite similar”, clearly viewed the world through a lens of finite
modeling paradigms [3]. The author has worked significantly on the Generalized
Intelligent Framework for Tutoring (GIFT) system, which includes models of a
domain, pedagogical, learner, and external interface explicitly. It seems clear that
each Intelligent Tutoring System (ITS) must, at a minimum, include a model of
the domain of instruction, a model of the learner that it is instructing, and a model
of instruction to deliver. This paper discusses component-level standardization
for data interchange as well as proposing that the base components are the one
which have been widely agreed upon.
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1 The interchangeable parts of an S AIS

The abstract discusses the basic, widely-known, parts of a standard ITS; models of the
domain, leaner, pedagogy, and interface. Naturally, these models can be as simple of a
set as “one algebra problem” (domain model), “Right/Wrong” (learner model), and “Do
it until you get it right” (instructional model). This can be as complicated as an interac-
tive scenario with varying levels of difficulty and feedback (domain model), a lifelong
history of all learner activities with assessment of competencies (learner model), and a
system of feedback timing and difficulty adjustment (instructional model). While these
core components of an ITS are somewhat agreed upon, few organizations outside of the
Army Research Laboratory have constructed greater than 50 ITSs from a common core
of components [4]. This would be a great engineering feat if not for the use of inter-
changeable components.
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Interchangeable components allow for a few significant goals to be accomplished.
The first of these is the fair evaluation of one component against another. For individual
learners, is a system of Socratic dialogue (ala AutoTutor) or direct immediate feedback
(ala Cognitive Tutor) the most appropriate action to take? For low motivated learners?
For prior domain experts? These interesting research questions are enabled via inter-
changeable components. It is not possible to answer these types of research questions
without crafting a whole system, at the moment. The second of these goals is to provide
a common basis on which to construct authoring tools. A set of authoring tools which
can construct many tutors obviates the need for both tutor construction and component
construction.

1.1 Adaptive Instructional Systems (AISs)

The term “Adaptive Instructional System” (AIS) encompasses many of the different
types of systems which exist within the field. 1t encompasses, but is not limited to, the
ITS family of systems. The authors are proposing the use of the AIS term to help to
define standards among systems which interchange the same types of information - a
pedagogical engine is not an ITS, but is a part of an AIS; an adaptive test is not an ITS,
but can conform to AlS standards; a indexed content repository with various metadata
is a component of an AIS and should be compliant with standards. The AIS term is
broad enough to encompass all systems with a stated goal of enabling both a) adaption,
and b) instruction, based on the learner.

Previous work has discussed basing design decisions around the idea of the Lowest
Replaceable Unit (LRU), the lowest level of compliance [5]. This idea is roughly equiv-
alent to ideas in other fields, such as the “Unit” from software engineering, an item
which can be independently tested at the input/output level for conformance to desired
behavior, in the software standards community [6]. Similarly, in the early business
stage software community, they describe the Minimum Viable Product (MVP) as the
smallest unit which produces a market-acceptable service (i.e., “scratches an itch”).
AlSs are composed of many of these base-level components, and although there is de-
bate among what the base level is, its description is not — it is the minimum testable and
viable software module or service.

2 Case Study: Interchangeable Instructional Models and
Modules

As the GIFT system has been developed, it has started with simplistic models and ex-
perimented with more complex models in each of the model categories. As an example,
the initial models served merely as “pass-through” models — the Learner Module for-
warded all of its information to the Pedagogical Module without meaningful pro-
cessing. Later, the learner model was reaching out to external Learner Record Stores
(LRS) [7] systems in order to aggregate learner performance, and recommending con-
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tent in an instructionally simplistic manner [8]. In the current GIFT release, this infor-
mation is used in more complex manners, including the injection of content mid-lesson
[9].

The GIFT production system has additionally changed over time. The initial instruc-
tional model, like the Learner Module, consisted of “pass-through” functionality. This
was quickly exchanged for a model which used information about the learner in order
to drive content selections, while still operating in an error-sensitive feedback manner
within simulated environments [10]. This 2012 model, based on Component Display
Theory[11], has since been replaced with a model which performs similar actions, but
tracks its past actions over time in order to learn which content types of an individual
learner/course make the largest difference [12], based on the Interactive/Construc-
tive/Active/Passive remediation framework [13]. Because of the nature of interchange-
able parts, each of these models is still usable in the current system — a system designer
can choose among these models to use without making any changes to the models of
the learner, models of the content, or models of delivery. The internal evidence is sug-
gesting that the reinforcement-based models are having the highest performance in situ,
and have been set to the default model types for newly created content.

The ability to interchange models has significant advantages. It allows for the direct
comparison of models. As an example, such a system allows for the answering of the
question: “What would the effect be if the Cognitive Tutor were to ask introspective
questions in the manner of AutoTutor instead of selecting problems?” This allows for
the selection of a “best of breed” model for each of the tasks. Next, it enables significant
levels of reuse — one model can be used for many systems. Finally, it allows for the
creation of authoring tools which can author content, independent of the other models
- an instructional model can be constructed without knowledge of the domain model
and hence be useful for a wide variety of training applications; a domain model can be
created with standard tools without particular concern about the motivation levels or
prior experience of the learners (handled by the learner model and instructional model,
respectively). The abilities to compare, reuse, author, and encapsulate complexity drive
down overall cost and development time.

3 Where to Start?

GIFT adopted the design principle of separating content from executable code [14].
This is more than simply the separation of domain content from the instructional content
— but multiple layers of separation of logic. Modules (operational software processes)
are separated from the data they process in either through the use of configuration in-
formation (i.e., domain content, sensor configuration settings), restrictions on the types
of data input and output (i.e., interface specifications), or software library calls (i.e., an
outside call to a library to provide assessment of student information). This provided a
starting point of the GIFT system and the authors believe that the evolving messages
and standards provide a natural starting point for standardization.
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We recommend an analysis of the information required by AIS common components
to begin formulating an ontology as a basis for selecting candidates for standard mes-
sages. Given that there are a number of relatively finite components, the natural ques-
tion is “where do we start?” Based on experience with GIFT and in reviewing the
literature, Table 1 lists some of the most frequently recurring examples, but is intended
to be illustrative, not exhaustive. Table 1 provides a starting place for component-level
standardization discussion, and invites comment. This initial table of items provides
the starting point from which GIFT has built upon.

Table 1. Table of proposed messages for initial module-level interoperability

Domain Model
Tput
Requests for action (from Instructional Model)
Feedback associated wath concepts (optional field)
A model of tasks and condifions. so as to senemate Output
Cutput
Leamer A ssessment (to Leamer Model)
Leamer Model
Thput
Leamer assessments for each leaming objective or concept (from Domain
Modal)
Sensor data (if applicable)
Lonzer tenm data (1f applicable)
Cutput
Leamer State representation (from Domain Model or derived from dat)
Pzdazogical Model
Thput
Leaming State representation (from Leamer Model)
Cognifive state of the learher (optional)
erformance expectations (above, below, af) for each concept
Predictad future performance based on competency modeal (optional)
Phvsiological State representation (from Leamer Model)
Derived emotional, phvsical states (e_g . fatizus) (opfional)
Phvsiological stressors (opfional)
Behavioral S@ate representation (from Learnsr Model)
Derived atiitudes or psvchomotor performance based on primitive
behaviors (optional)
Lonzer tenm leamner attributes (from Leamer Model or LES)
Demographics and traits (optional)
Historical performance (competency) (optional)
Chatput (all opfional)
Request for course direction
Request for feedback
Request for scenario adaption
equest for assessment
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3.1  Case Study Example: Hinting amongst AutoTutor, Cognitive
Tutor, and GIFT

As an example, consider the behavior of somewhat disparate systems — AutoTutor,
Cognitive Tutor, and GIFT. Each of them provides very different models of the student,
instruction, domain, and other items. However, at the base level, each of the systems
has a “last piece of feedback” item built into the system. In Cognitive Tutor, this is
called the “bottom out™ hint within its hinting model [15]. In AutoTutor, if the student
has not responded to Socratic question asking over the course of the tutorial session,
the student is given a hint, prompt, pump, and eventually the “assertion” [16]. In GIFT,
its default behavior is to repeatedly give the final hint within a hint sequence [17]. The
standard representation, presented above, allows for each of the systems AutoTutor to
output the final level of feedback (bottom out, assertion, repeated hinting, respectively)
as part of a unified standard. While these systems are different in their design, intent,
and domains of instruction, their actual behavior can be well-represented within stand-
ardized communication protocols.

4 Discussions

A typical “shell tutor” can be used to create a significant amount of content which con-
forms to a relatively finite number of templates, such as “the vast majority of mathe-
matics problems” in the case of the Cognitive Tutor. GIFT, however, is a tutoring ar-
chitecture that supports the authoring of ITSs, the delivery and management of adaptive
instruction, and the evaluation of ITSs and adaptive instructional capabilities for nearly
any task domain (e.g., cognitive, affective, psychomotor, social). It can be, and has
been, used to tutor or adjust on the above described uses cases — simulations, content,
and experiments. It has done so through the engineering of interchangeable parts and
standardized interfaces. The authors believe that these interfaces can provide a starting
point for other ITSs, and have previously worked to communicate domain information
with AutoTutor, Cognitive Tutor, and Betty’s Brain systems; there is reasonable confi-
dence that these interfaces are sufficient to enable relatively advanced tutoring tech-
niques.

4.1  Market Opportunities Created

The current business practice, with a lack of standards, forces the monolithic creation
of a single AIS system. While this single AIS system may make use of a variety of
standards (i.e., JSON, XML, TCP/IP, LTI reporting standards, etc.), the end result is
that its components are not interchangeable. The creation of standards enables new
business practices and market opportunities.

The basic market opportunities that standardization at this level creates are, roughly,
one business model per module of standardization. In this manner, a business case for
a “vendor-supplied” instructional engine is created. The business for the learner model
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is mostly as an aggregation service with an emphasis on traits relevant to learning, ra-
ther than the traditional model of consumer preferences. The business for the domain
model is in the sale of content which can train individuals for their tasks. Further, the
creation of individual models creates new business models which service the needs of
the businesses based on the previous ones — content aggregators for learner model data
provisioning, system-creators for selection of the appropriate types of models relevant
to a task domain, certification businesses for certification that the models interchange
as specified, analytic services for existing data reprocessing, etc. If the reader is curious
on the kinds of educational businesses which may come into existence around a stand-
ard, they need only consider the number of vendors which make use of SCORM [18]
for content, or xAPI for learner modeling information logging [7].
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