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This book on team tutoring is the sixth in a planned series of books that examine key topics (e.g., learner modeling, instructional strategies, authoring, domain modeling, assessment, impact on learning, team tutoring, machine learning for self-improving systems, potential standards, and learning effect evaluation methods) in intelligent tutoring system (ITS) design. This book focuses on team tutoring. The discussion chapters in this book examine topics through the lens of the Generalized Intelligent Framework for Tutoring (GIFT) (Sottilare, Brawner, Goldberg & Holden, 2012; Sottilare, Brawner, Sinatra, & Johnston, 2017). GIFT is a modular, service-oriented architecture created to reduce the cost and skill required to author ITSs, distribute ITSs, manage instruction within ITSs, and evaluate the effect of ITS technologies on learning, performance, retention, transfer of skills, and other instructional outcomes.


This introductory chapter provides a description of basic tutoring functions, provides a glimpse of assessment best practices, and examines the motivation for standards in the design, authoring, instruction, and evaluation of ITS tools and methods. We subsequently introduce GIFT design principles for individuals and teams. We believe this book can be used as a design tool for team tutoring. Before we discuss aspects of tutoring and ITSs, it is important to clarify what we and other stakeholders mean by teams, teamwork, team taskwork, and collaborative learning.

Teams, Teamwork, Team Taskwork, and Collaborative Learning

According to BusinessDictionary.com (2018), a team is “a group of people with a full set of complementary skills required to complete a task, job, or project. Team members (1) operate with a high degree of interdependence, (2) share authority and responsibility for self-management, (3) are accountable for the collective performance, and (4) work toward a common goal and shared rewards(s). A team becomes more than just a collection of people when a strong sense of mutual commitment creates synergy, thus generating performance greater than the sum of the performance of its individual members.” While it is a highly complex task to design ITSs to teach individual learners, it is exponentially more difficult to design ITSs to instruct teams.

According Salas, a widely recognized researcher on teams, teamwork is the “coordination, cooperation, and communication among individuals to achieve a shared goal” (Salas, 2015, p.5), where teamwork behaviors are largely domain-independent. Teamwork includes all the social skills needed to function as a team and may include teambuilding whose goal is to strengthen the coordination, cooperation, communication, coaching, conflict management, cohesion, and collective efficacy of the group (Salas, 2015). Teamwork is a necessary prerequisite to satisfactory taskwork performance (Van Berio, 1997). Team taskwork is a subset of team training that is focused on developing proficiency in task domains required for a specific aspect of any individual team member’s job (Salas, 2015). Team taskwork is a domain-dependent learning activity and may be confused with the concept of teambuilding or teamwork (Van Berio, 1997).

Collaborative learning (also known as cooperative learning) is “a situation in which two or more people learn or attempt to learn something together” (Dillenbourg, 1999, p. 1) where the process of collaborative learning reinforces active participation (Van Berio, 1997). Collaborative learning generally focuses on a learning goal and is primarily domain-dependent and, in the modern world, frequently includes computer-supported collaborative learning (CSCL) activities. Collaborative problem solving has the additional constraint that a problem needs to be solved that can be objectively assessed with respect to the quality of the solution (Graesser et al., 2017; OECD).
Teamwork and collaboration have been increasingly recognized as being important 21st century skills in the modern world that is increasing in complexity to the point where a single individual cannot complete many tasks alone. Instead, a group of people with different roles, skills and perspectives need to pool their resources in an interdependent manner (OECD, 2017). Interestingly, these skills have not been systematically integrated with the curriculum between kindergarten and college (Fiore et al., 2017; OECD, 2017) so there is a need to improve teamwork and collaboration in both schools and the workforce (Fiore, Graesser, & Greiff, 2018). This is where ITS can come to the rescue. An ITS can improve teamwork and collaboration in addition to the subject matters under focus. Next, we examine the major components of ITSs.

**Components and Functions of Intelligent Tutoring Systems**

It is generally accepted that an ITS has four major components (Elson-Cook, 1993; Nkambou, Mizoguchi & Bourdeau, 2010; Graesser, Hu, & Sottilare, 2018; Psotka & Mutter, 2008; Sleeman & Brown, 1982; VanLehn, 2006; Woolf, 2009): the domain model, the student model, the tutoring model, and the user-interface model. GIFT similarly adopts this four-part distinction, but with slightly different corresponding labels (domain module, learner module, pedagogical module, and tutor-user interface) and the addition of the sensor module, which can be viewed as an expansion of the user interface. In this volume, we also introduce the team model to support assessment of team learning objectives and groups performing collaborative tasks.

1. The **domain model** contains the set of skills, knowledge, and strategies/tactics of the topic being tutored. It normally contains the ideal expert knowledge and also the bugs, mal-rules, and misconceptions that students periodically exhibit.

2. The **learner model** consists of the cognitive, affective, motivational, and other psychological states that evolve during the course of learning. Since learner performance is primarily tracked in the domain model, the learner model is often viewed as an overlay (subset) of the domain model, which changes over the course of tutoring. For example, “knowledge tracing” tracks the learner’s progress from problem to problem and builds a profile of strengths and weaknesses relative to the domain model (Anderson, Corbett, Koedinger & Pelletier, 1995). An ITS may also consider psychological states outside of the domain model that need to be considered as parameters to guide tutoring.

3. The **tutor model** (also known as the pedagogical model or the instructional model) takes the domain and learner models as input and selects tutoring strategies, steps, and actions on what the tutor should do next in the exchange. In mixed-initiative systems, the learners may also take actions, ask questions, or request help (Aleven, McClaren, Roll & Koedinger, 2006; Rus & Graesser, 2009), but the ITS always needs to be ready to decide “what to do next” at any point and this is determined by a tutoring model that captures the researchers’ pedagogical theories.

4. The **user interface** interprets the learner’s contributions through various input media (speech, typing, clicking) and produces output in different media (text, diagrams, animations, agents). In addition to the conventional human-computer interface features, some recent systems have incorporated natural language interaction (Graesser, 2016; Johnson & Lester, 2016; Nye, Graesser, & Hu, 2014), speech recognition (D’Mello, Graesser & King, 2010; Litman, 2013), and the sensing of learner emotions (Baker, D’Mello, Rodrigo & Graesser, 2010; D’Mello & Graesser, 2010; Goldberg, Sottilare, Brawner, Holden, 2011).

5. The **team model**, an optional component of an ITS, is the group equivalent of an individual learner model. The team model must be able to track progress toward team task learning objectives for training or collaborative learning goals for learner development or problem-solving, but also has
the added complexity of monitoring teamwork states that moderate or influence team and individual learning and performance (Sottilare et al, 2017). Team models are more complex than individual learner models since it is not as simple as adding up individual learner performances to find the team’s level of performance.

The designers of a tutor model must make decisions on each of the various major components in order to create an enhanced learning experience through well-grounded pedagogical strategies (optimal plans for action by the tutor) that are selected based on learner states and traits and that are delivered to the learner as instructional tactics (optimal actions by the tutor). Next, tactics are chosen based on the previously selected strategies and instructional context (the conditions of the training at the time of the instructional decision). This is part of the learning effect model (Sottilare, 2012; Fletcher & Sottilare, 2013; Sottilare, 2013; Sottilare, Ragusa, Hoffman & Goldberg, 2013), which has been updated and described in the next section.

Principles of Learning and Instructional Techniques, Strategies, and Tactics

Instructional techniques, strategies, and tactics play a central role in the design of GIFT. Instructional techniques represent instructional best practices and principles from the literature, many of which have yet to be implemented within GIFT at the writing of this volume. Examples of instructional techniques include, but are not limited to, error-sensitive feedback, mastery learning, adaptive spacing and repetition, and fading worked examples. Others are represented in the next section of this introduction. It is anticipated that techniques within GIFT will be implemented as software-based agents where the agent will monitor learner progress and instructional context to determine if best practices (agent policies) have been adhered to or violated. Over time, the agent will learn to enforce agent policies in a manner that optimizes learning and performance.

Some of the best instructional techniques have yet to be implemented in GIFT, but many instructional strategies and tactics have been implemented. Instructional strategies (plans for action by the tutor) are selected based on changes to the learner’s state (e.g., cognitive, affective, and physical). If a sufficient change in any learner’s state occurs, this triggers GIFT to select a generic strategy such as providing feedback. The instructional context along with the instructional strategy then triggers the specific selection of an instructional tactic (an action to be taken by the tutor). If the strategy is to “provide feedback,” then the tactic might be to “provide feedback on the error committed during the presentation of instructional concept B in the chat window during the next turn.” Tactics detail what is to be done, why, when, and how in the specific domain. An adaptive, intelligent learning environment needs to select the right instructional strategies at the right time, based on its model of the learner in specific conditions and the learning process in general. Such selections should be taken to maximize deep learning and motivation while minimizing training time and costs.

Motivations for Intelligent Tutoring System Standards

Some subject matters are difficult to learn without the scaffolding of a tutor, but unfortunately human tutors are not available 24-7 for point-of-need training. ITSs have been designed to fill this gap. Moreover, ITSs have been shown to be as effective as expert human tutors (VanLehn, 2011) in one-to-one tutoring for well-defined domains (e.g., mathematics or physics) and significantly better than traditional classroom training environments and students reading texts for an equivalent amount of time (Graesser, Rus, & Hu, 2017). ITSs have demonstrated significant promise, but 50 years of research have been unsuccessful in making ITSs ubiquitous in military training or the tool of choice in our educational system. This begs the question: “Why?”
Part of the answer lies in the fact that the availability and use of ITSs have been constrained by their high development costs, their limited reuse, a lack of standards, and their inadequate adaptability to the needs of learners. Educational and training technologies like ITSs are primarily investigated and developed in a few key environments: industry, academia, and government including military domains. Each of these environments has its own challenges and design constraints. The application of ITSs to military domains is further hampered by the complex and often ill-defined environments in which the US military operates today. ITSs are often built as domain-specific, unique, one-of-a-kind, largely domain-dependent solutions focused on a single pedagogical strategy (e.g., model tracing or constraint-based approaches) when complex learning domains may require novel or hybrid approaches. Therefore, a modular ITS framework and standards are needed to enhance reuse, support authoring, optimize instructional strategies, and lower the cost and skillset needed for users to adopt ITS solutions for training and education. It was out of this need that the idea for GIFT arose.

GIFT has three primary functions: authoring, instructional management, and evaluation. First, it is a framework for authoring new ITS components, methods, strategies, and whole tutoring systems. Second, GIFT is an instructional manager that integrates selected instructional theory, principles, and strategies for use in ITSs. Finally, GIFT is an experimental testbed used to evaluate the effectiveness and impact of ITS components, tools, and methods. GIFT is based on a combination of learner-centric, instructor-centric, and interaction-centric approaches with the goal of improving linkages in the updated adaptive tutoring learning effect model (see Figure 1; Sottilare, Burke, Salas, Sinatra, Johnston, & Gilbert, 2017).

![Figure 1. Updated learning effect model for individual learners (Sottilare et al., 2017)](image)

A deeper understanding of the learner’s behaviors, traits, and preferences that are collected through performance, physiological and behavioral sensors, and surveys will allow for more accurate evaluation of the learner’s cognitive and affective states (e.g., engagement level, confusion, frustration). This will result in a better and more persistent model of the learner. To enhance the adaptability of the ITS, methods are needed to accurately classify learner states (e.g., cognitive, affective, psychomotor, social) and select optimal instructional strategies given the learner’s current and predicted states. A similar chain of interactions between a team and an ITS can be constructed for teams working together collaboratively for a common purpose (see Figure 2, Sottilare, Burke, Salas, Sinatra, Johnston, & Gilbert, 2017). This representation is referred to as a learning effect model (LEM).
A more comprehensive individual learner model or team model will allow an ITS to adapt more appropriately to address the learner’s/team’s needs by changing the instructional strategy (e.g., content, flow, or feedback). An instructional strategy that is better aligned to each learner’s/team’s needs is more likely to influence their learning gains in a positive way. It is with the goal of optimized learning gains in mind that the design principles for GIFT were formulated. That being said, it would also be worthwhile to consider other team goals, such as the quality of solutions in collaborative problem solving, the quality of decisions in group decision making, and the quality of products in collaborative design.

This version of the learning effect model has been updated to gain understanding of the effect of optimal instructional tactics and instructional contexts (both part of the domain model) on specific desired outcomes, including knowledge and skill acquisition, performance, retention, and transfer of skills from training or tutoring environments to operational contexts (e.g., from practice to application). The feedback loops in Figure 1 and 2 have been added to identify tactics as either a change in instructional context or interaction with the learner. This allows the ITS to adapt to the need of the individual learner or the team. Consequently, the ITS improves over time by reinforcing learning mechanisms.

**GIFT Design Principles**

The GIFT methodology for developing a modular, computer-based tutoring framework for training and education considered major design goals, anticipated uses, and applications. The design process also considered enhancing one-to-one (individual) and one-to-many (collective or team) tutoring experiences beyond the state of practice for ITSs today. A significant focus of the GIFT design was on maximizing the number of domain-independent elements resulting in domain-dependent element occurring only in the domain module only. This is a design tradeoff to foster reuse through interoperability and allows ITS decisions and actions to be made across any/all domains of instruction.

One design principle adopted in GIFT is that each module should be capable of gathering information from other modules according to the design specification. Designing to this principle resulted in standard message sets and message transmission rules (i.e., request-driven, event-driven, or periodic transmissions). For instance, the pedagogical module is capable of receiving information from the learner module to develop...
courses of action for future instructional content to be displayed, manage flow and challenge level, and select appropriate feedback. Changes to the learner’s state trigger messages to the pedagogical module, which then recommends general courses of action (e.g., ask a question or prompt the learner for more information) to the domain module, which provides a domain-specific intervention (e.g., what is the next step?).

Another design principle adopted within GIFT is the separation of content from the executable code (Patil & Abraham, 2010). Data and data structures are placed within models and libraries, while software processes are programmed into interoperable modules. Efficiency and effectiveness goals (e.g., accelerated learning and enhanced retention) were considered to address the time available for military training and the renewed emphasis on 24-7 self-regulated learning. An outgrowth of this emphasis on efficiency and effectiveness led Dr. Sottilare to seek external collaboration and guidance. In 2012, ARL with the University of Memphis developed expert workshops of senior tutoring system scientists from academia and government to influence the GIFT design goals moving forward. Expert workshops have been held each year since 2012 resulting in volumes in the Design Recommendations for Intelligent Tutoring Systems series the following year. The learner modeling expert workshop was completed in September 2012 and Volume 1 followed in July 2013. An expert workshop on instructional management was completed in July 2013 and Volume 2 followed in June 2014. The authoring tools expert workshop was completed in June of 2014 and Volume 3 was published in June 2015. The domain modeling expert workshop was held in June 2015 and Volume 4 was published in July 2016. The assessment expert workshop was held in May 2016 and Volume 5 was published in June 2017. The team tutoring expert workshop was held in May 2017 and is published in this Volume 6. We recently conducted a workshop on machine learning techniques for adaptive instruction (self improving systems). Future expert workshops are planned for adaptive instructional system (AIS) standards, and learning effect evaluation methods.

Design Goals and Anticipated Uses

GIFT may be used for a number of purposes, with the primary ones enumerated below:

1. An architectural framework with modular, interchangeable elements and defined relationships to support stand-alone tutoring or guided training if integrated with a training system
2. A set of specifications to guide ITS development
3. A set of exemplars or use cases for GIFT to support authoring, reuse, and ease-of-use
4. A technical platform or testbed for guiding the evaluation, development, and refinement of concrete systems

The use cases have been distilled down into three primary functional areas: authoring, instructional management, and evaluation function. Discussed below are the purposes, associated design goals, and anticipated uses for each of the GIFT functions.

GIFT Authoring Function

The purpose of the GIFT authoring function is to provide technology (tools and methods) to make it affordable and easier to build ITSs and ITS components. Toward this end, a set of authoring interfaces with backend XML configuration tools continues to be developed to allow for data-driven changes to the design and implementation of GIFT-generated ITSs. The design goals for the GIFT authoring function have been
adapted from Murray (1999, 2003) and Sottilare and Gilbert (2011). The GIFT authoring design goals are as follow:

- Decrease the effort (time, cost, and/or other resources) for authoring and analyzing ITSs by automating authoring processes, developing authoring tools and methods, and developing standards to promote reuse.

- Decrease the skill threshold by tailoring tools for specific disciplines (e.g., instructional designers, training developers, and trainers) to author, analyze, and employ ITS technologies.

- Provide tools to aid designers, authors, trainers, and researchers in organizing their knowledge.

- Support (structure, recommend, or enforce) good design principles in pedagogy through user interfaces and other interactions.

- Enable rapid prototyping of ITSs to allow for rapid design/evaluation cycles of prototype capabilities.

- Employ standards to support rapid integration of external training/tutoring environments (e.g., simulators, serious games, slide presentations, transmedia narratives, and other interactive multimedia).

- Develop/exploit common tools and user interfaces to adapt ITS design through data-driven means.

- Promote reuse through domain-independent modules and data structures.

- Leverage open-source solutions to reduce ITS development and sustainment costs.

- Develop interfaces and gateways to widely-used commercial and academic tools (e.g., games, sensors, toolkits, virtual humans).

As a user-centric architecture, anticipated uses for GIFT authoring tools are driven largely by the anticipated users, which include learners, domain experts, instructional system designers, training and tutoring system developers, trainers and teachers, and researchers. In addition to user models and graphical user interfaces (GUIs), GIFT authoring tools include domain-specific knowledge configuration tools, instructional strategy development tools, and a compiler to generate executable ITSs from GIFT components in a variety of formats (e.g., PC, Android, and iPad).

Within GIFT, domain-specific knowledge configuration tools permit authoring of new knowledge elements or reusing existing (stored) knowledge elements. Domain knowledge elements include learning objectives, media, task descriptions, task conditions, standards and measures of success, common misconceptions, feedback library, and a question library, which are informed by instructional system design principles that, in turn, inform concept maps for lessons and whole courses. The task descriptions, task conditions, standards and measures of success, and common misconceptions may be informed by an expert or ideal learner model derived through a task analysis of the behaviors of a highly skilled user. ARL is investigating techniques to automate this expert model development process to reduce the time and cost of developing ITSs. In addition to feedback and questions, supplementary tools are anticipated to author explanations, summaries, examples, analogies, hints, and prompts in support of GIFT’s instructional management function.
**GIFT Instructional Management Function**

The purpose of the GIFT instructional management function is to integrate pedagogical best practices in GIFT-generated ITSs. The modularity of GIFT will also allow GIFT users to extract pedagogical models for use in tutoring/training systems that are not GIFT-generated. GIFT users may also integrate pedagogical models, instructional strategies, or instructional tactics from other tutoring systems into GIFT. The design goals for the GIFT instructional management function are the following:

- **Support ITS instruction for individuals and small teams in local and geographically distributed training environments (e.g., mobile training), and in both well-defined and ill-defined learning domains.**

- **Provide for comprehensive learner models that incorporate learner states, traits, demographics, and historical data (e.g., performance) to inform ITS decisions to adapt training/tutoring.**

- **Support low-cost, unobtrusive (passive) methods to sense learner behaviors and physiological measures and use these data along with instructional context to inform models to classify (in near real time) the learner’s states (e.g., cognitive and affective).**

- **Support both macro-adaptive strategies (adaptation based on pre-training learner traits) and micro-adaptive instructional strategies and tactics (adaptation based learner states and state changes during training).**

- **Support the consideration of individual differences where they have empirically been documented to be significant influencers of learning outcomes (e.g., knowledge or skill acquisition, retention, and performance).**

- **Support adaptation (e.g., pace, flow, and challenge level) of the instruction based the domain and task classification (e.g., cognitive learning, affective learning, psychomotor learning, and social learning).**

- **Model appropriate instructional strategies and tactics of expert human tutors to develop a comprehensive pedagogical model.**

To support the development of optimized instructional strategies and tactics, GIFT is heavily grounded in learning theory, tutoring theory, and motivational theory. Learning theory applied in GIFT includes conditions of learning and theory of instruction (Gagne, 1985), component display theory (Merrill, Reiser, Ranney & Traffon, 1992), cognitive learning (Anderson & Krathwohl, 2001), affective learning (Krathwohl, Bloom & Masia, 1964; Goleman, 1995), psychomotor learning (Simpson, 1972), and social learning (Sottile, Holden, Brawner, & Goldberg, 2011; Soller, 2001). Aligning with our goal to model expert human tutors, GIFT considers the intelligent, nurturant, Socratic, progressive, indirect, reflective, and encouraging (INSPIRE) model of tutoring success (Lepper, Drake, & O’Donnell-Johnson, 1997) and the tutoring process defined by Person, Kreuz, Zwaan, and Graesser (1995) and Graesser (2016) in the development of GIFT instructional strategies and tactics. Recently, GIFT’s instructional management and authoring capacity was expanded to include the Interactive, Constructive, Active, and Passive (ICAP) framework (Chi & Wylie, 2014) in order to link cognitive engagement to active learning outcomes.

Human tutoring strategies have been documented by observing tutors with varying levels of expertise. For example, Lepper’s INSPIRE model is an acronym that highlights the seven critical characteristics of successful tutors. Graesser and Person’s (1994) 5-step tutoring frame is a common pattern of the tutor-learner
interchange in which the tutor asks a question, the learner answers the question, the tutor gives short feedback on the answer, then the tutor and learner collaboratively improve the quality of (or embellish) the answer, and finally, the tutor evaluates whether the learner understands the answer. Cade, Copeland, Person, and D’Mello (2008) identified a number of tutoring modes used by expert tutors, which hopefully could be integrated with ITS.

A key next step in the evolution of GIFT will be to transform it from an individual tutoring architecture to a team tutoring architecture (Gilbert et al., 2018; Sottilare et al., 2018). This will expand the variety of domains which can be instructed by GIFT-based tutors, but will also increase the complexity of the authoring task. To overcome this increase in complexity, we anticipate that GIFT will evolve a number of automated authoring tools to reduce the authoring load and skill required to develop ITSs.

As a learner-centric architecture, anticipated uses for GIFT instructional management capabilities include both automated instruction and blended instruction, where human tutors, teachers, and trainers use GIFT to support their curriculum objectives. If its design goals are realized, it is anticipated that GIFT will be widely used beyond military training contexts as GIFT users expand the number and type of learning domains and resulting ITS generated using GIFT.

**GIFT Evaluation Function**

The GIFT Evaluation Function emphasizes the evaluation of effect on learning, performance, retention and transfer. The purpose of the GIFT evaluation function is to allow ITS researchers to experimentally assess and evaluate ITS technologies (ITS components, tools, and methods). The design goals for the GIFT evaluation function are depicted in Figure 3 and elaborated below:

- Support the conduct of formative assessments to improve learning.
- Support summative evaluations to gauge the effect of technologies on learning.
- Support assessment of ITS processes to understand how learning is progressing throughout the tutoring process.
- Support evaluation of resulting learning versus stated learning objectives.
- Provide diagnostics to identify areas for improvement within ITS processes.
- Support the ability to comparatively evaluate ITS technologies against traditional tutoring or classroom teaching methods.
- Develop a testbed methodology to support assessments and evaluations (Figure 3).

Figure 3 illustrates an analysis testbed methodology being implemented in GIFT. This methodology was derived from Hanks, Pollack, and Cohen (1993). It supports manipulation of the learner model, instructional strategies, and domain-specific knowledge within GIFT, and may be used to evaluate variables in the adaptive tutoring learning effect model (Sottilare, 2012; Sottilare, Ragusa, Hoffman, & Goldberg, 2013). It might also support manipulations of the team modeling. In developing their testbed methodology, Hanks et al. reviewed four testbed implementations (Tileworld, the Michigan Intelligent Coordination Experiment [MICE], the Phoenix testbed, and Truckworld) for evaluating the performance of artificially intelligent agents. Although agents have changed substantially in complexity during the past 20–25 years, the methods to evaluate their performance have remained markedly similar.
Figure 3. GIFT evaluation testbed methodology

The ARL adaptive training team designed the GIFT analysis testbed based upon Cohen’s assertion (Hanks et al., 1993) that testbeds have three critical roles related to the three phases of research. During the exploratory phase, agent behaviors need to be observed and classified in broad categories. This can be performed in an experimental environment. During the confirmatory phase, the testbed is needed to allow more strict characterizations of agent behavior to test specific hypotheses and compare methodologies. Finally, in order to generalize results, measurement and replication of conditions must be possible. Similarly, the GIFT evaluation methodology in Figure enables the comparison/contrast of ITS elements and assessment of their effect on learning outcomes (e.g., knowledge acquisition, skill acquisition, and retention).

With a firm understanding of the design of ITSs in general and GIFT in particular, we can now shift our attention to the use of this book as a design tools for team ITSs.

**How to Use This Book**

This book is organized into four sections:

I. Team Modeling
II. Team Assessment Methods

III. Socio-Cultural Applications

IV. System Design of Team Tutors

Section I, Team Modeling, explores various aspects of ITSs for teams. Using GIFT as a basis, this section discusses the modeling aspects of teams, including the mission of the team, the interaction of learners within the team, and the roles and responsibilities of team members.

Section II, Team Assessment Methods, highlights the importance of defining measures and methods to accurately assess progress toward learning goals.

Section III, Socio-Cultural Applications, discusses aspects of team tutoring that are inherently social in nature. Whether teams are communicating with each other through typed messages, verbally, or using hand signals, communication is vital to team task performance.

Section IV, System Design of Team Tutors, focuses on the system design aspects for the tutoring of team taskwork using ITSs. Team taskwork is composed of domain-dependent measures of success whereas team-work evaluates attitudes, behaviors, and cognition of team members independent of the task domain. When we discuss system design, we are specifically addressing how ITSs are designed to assess and interact with a group of learners working to complete a task. The type of task, the configuration of the team, and their roles and responsibilities vary to present interesting design challenges to ITS authors.

Chapter authors in each section were carefully selected for participation in this project based on their expertise in the field as ITS scientists, developers, and practitioners. Design Recommendations for Intelligent Tutoring Systems: Volume 6 – Team Taskwork is intended to be a design resource as well as a community research resource. We believe that Volume 6 can serve as an educational guide for developing ITS scientists and as a roadmap for ITS research opportunities. The authors of the chapters contained herein are experts in their area and the references provided (their own and those of others) compose a rich web of working professionals in the ITS field.
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SECTION I - TEAM MODELING

Dr. Xiangen Hu, Ed.
Core Ideas

Intelligent Team Tutoring Systems (ITTSs) are a natural extension of traditional Intelligent Tutoring Systems (ITSs) used to instruct individual learners. This section examines the essential elements in team models. What should an ITTSs know about a team and its members in order for the ITTS to make effective instructional decisions? ITTSs are much more complicated than conventional ITS although one can see parallel research methodologies between ITSs and ITTSs. A natural and productive starting point for ITTSs research is to consider best practices from ITS research and examine opportunities to extend these practices to ITTSs.

We began our exploration of the different aspects of ITTSs using the Generalized Intelligent Framework for Tutoring (GIFT) as a model. GIFT has been one of the most comprehensive frameworks for ITS design, has a sizeable research community of interest and an extensive history of documented research and development during the past decade.

In traditional ITSs and in GIFT-based tutors, we are concerned primarily with the interaction between their four common components (learner model, instructional model, domain model, and user interface). For example, when considering learner modeling, how should we characterize (represent) the behaviors and progress toward learning objectives for individual learners in ITTSs. For teams, what mechanisms are required to collaborate either synchronously or asynchronously? Each learner in a team may have shifting roles and responsibilities in an ITTS as opposed to static objectives in a traditional ITS with a single individual learner. When roles are included in team modeling, we need to extend the competence measures such to include “collaborative” aspects (e.g., teamwork), but we also need to consider how the model that optimizes team organization and performance.

In addition to the learner’s collaborative function and team organizational structure in ITTS, models need address other ITTS specific issues such as workload (distribution of tasks), socio-cultural dynamics, collaborative teaching/coaching models, and technological/interface models. The five chapters collected in this section demonstrate various aspects of teamwork (e.g., attitudes, behaviors, cognition, dynamics), explores how teamwork moderates learning, processes for developing shared mental models, and interpreting team dynamics.

Teams may take on many forms, but structure (how responsibilities, roles, and work are allocated) is only one important aspect of a team model. Team models include:

- Norms or standards to drive behaviors and expectations within the team
- Shared goals and objectives
- Processes to plan projects, share information, and coordinate collaborative work
- Processes to make decisions and criteria to evaluate decisions
- Motivators to positively influence team behaviors
The chapters in this first section exemplify the extension of traditional ITS models for individual learners to ITTSs models for teams and collaborative learning. In supporting this transition from individual learners to teams, we must also consider the impact of this transition on tutoring system components as suggested below:

- **Domain model** for ITTSs should consider knowledge/skill that is only valid/understood when more than one learners work together (e.g., collaborative problem solving skills)
- **Pedagogical model** for ITTSs should consider cases where learners enhance their knowledge and skills by simply observing or interacting with other learners
- **Interface model** for ITTSs should consider multi-channel/multi-modal interaction with mixed (human and computers) in a shared learning environment.
- **Learner model** for ITTSs should consider how to separate individual learning objectives from those of the team

### Individual Chapters

The Chapter by **Kim, Gorman, and Sottilare**, “Team learning and retention curves”, proposes to use team learning and retention curves as components of a learner model to characterize of team learning. Given that teamwork involves multiple members, one research focus is to identify suitable ways to combine individual learning curve to form a team learning curve. The authors proposed a Bayesian hierarchical model to aggregate individual learning curve, and introduced several tools to implement these types of modeling. In ITTSs, these learning curve-based representation can inform the intelligent agents to provide better feedback to maximize the team learning gain.

The Chapter by **Dede, Grotzer, Kamarainen, Metcalf, Olney, Rus, Sottilare, and Wang**, “Graphical supports for collaboration: constructing shared mental models”, describes several graphical supports, such as concept maps, 3d cognitive mapping, and self-visualization, which help team members to develop shared mental models. In particular, a collaborative construction of these graphical supports by all team members has been proven to be very effective for improving team learning. These new approaches extend the domain and pedagogy models of ITS, and ITTSs can leverage these findings by creating co-construction scenarios and tailoring the intelligent agents’ interaction mechanisms to support these co-construction activities to promote team collaboration and learning.

The Chapter by **Ruis, Hampton, Goldberg, and Shaffer**, “Modeling processes of enculturation in team training” introduces network models of teamwork. Epistemic network analysis (ENA) provides good representations of the interactions among the team members but not directly encompasses the content information contained in the communication among the team members. The authors extended the traditional ENA framework by including the analysis of the communication contents and proposed a multilevel network model for teamwork. Such a modeling framework substantiates the domain and pedagogy models in collaborative environment and inform ITTS to better support team learning.

The Chapter by **Carlin, Rus, and Nye**, “Bayesian model of team training and measures”, describes a framework for team training using a Partially Observable Markov Decision Process (POMDP) model, which is a good example of pedagogy model in ITTS. In this model, the estimated skill level is compared to the training objectives specified in the reward function and the difference informs proper selection of training actions to optimize the paths to achieve the training goal. The model can be directly integrated into the interaction mechanism of intelligent agents in ITTS to optimize the agent interaction in collaborative training tasks.
The Chapter by **Carlin, Perry, and Ostrander**, “Dynamic task selection for team task training using wearable sensors and multi-agent planning models” describes how a combination of the TEAMS modeling framework and new information from wearable sensors can help to optimize the task selection for team task training. Wearable sensors can provide team interactivity information in a less intrusive way, and the information allows more accurate and real-time knowledge of the state of the team interaction, which is an example of multimodal channels in the *interface model*. The authors show, through an example, that incorporating information from wearable sensors into the TAEMS, a framework that models complex computational task environment, will help to optimize the task selection for team training. Such an integration in ITTS allows intelligent agents to identify the state of teamwork more accurately and thus better support the team learning.
CHAPTER 2 – TEAM LEARNING AND RETENTION CURVES
Jong W. Kim¹, Jamie C. Gorman² & Robert Sottilare¹
U.S. Army Research Laboratory¹, Georgia Institute of Technology²

Introduction

Performance change can be visualized by learning and retention curves. They are useful for the learner assessment. The learner can be assessed during the course of training, rather than at the end of a training course, which is called a formative assessment. The formative assessment approach would be particularly useful to see the progress of skill development and to identify when/how to disrupt the learning with tailored instructions and feedback in an intelligent tutoring system.

It is noted that two views can be associated with the understanding of team learning and retention curves. Measuring and analyzing team cognition can be considered as an aggregate of individual members, or they can be treated as an emergent property of interactions across team members (Cooke, Gorman, Duran, Myers, & Andrews, 2013). If we simply aggregate individual learning and performance to measure and analyze a collective of individuals’ learning, we might leave out important, interaction-based features of team learning and performance.

People in a team perform both individual and interdependent tasks to achieve a team goal, which is usually accomplished through a series of multiple subtasks, each of which has its own history of learning and retention. Team learning is a complex problem that resembles a multithreaded computer architecture. An improved understanding of team learning and retention—i.e., an understanding from an individual to a collective of individuals, from a single task to a collective of decomposed subtasks, and from learning to forgetting—should be given consideration.

In this chapter, we start to look at these multi-level issues in team learning curves, and suggest directions for the design of adaptive instructional systems. We chose GIFT (Generalized Intelligent Framework for Tutoring) to explain the issues and suggestions related to team learning and retention curves since it provides a generalized framework for an intelligent tutoring system (Sottilare, Goldberg, Brawner, & Holden, 2012).

Learning Curves for Visualizing Performance Change

Learning curves have been used in industry in an attempt to account for the production time or cost (Jaber, 2016). In Cognitive Science and Education, learning curves have also played an important role to investigate practice effects in human memory systems (Anderson, Fincham, & Douglass, 1999). In such cases, learning curves follow a type of mathematical form that is generally known as a power function or an exponential function (Newell & Rosenbloom, 1981; Rosenbloom & Newell, 1987). The visualization based on the mathematical function exhibits an elegant way to represent the progress of learning. It helps our understanding of human learning. But, in a practical sense, it is getting harder and more complicated to fit this model due to the adaptive feature of the system and the hierarchical complexity of the task—e.g., different (or adaptive) contents in repeated practices, the large task sizes, and the complex tasks with multiple subtasks.
The progress—e.g., performance improvement by deliberate practice (Ericsson, Krampe, & Tesch-Römer, 1993)—can be visualized and summarized as a mathematical form, generally known as a power law of learning curve (e.g., Anderson, Fincham, & Douglass, 1999; Newell & Rosenbloom, 1981; Rosenbloom & Newell, 1987). A cognitive architectural process model that usually focuses on an individual learning process has provided useful information about how knowledge is acquired and stored in memory, and is retrieved to perform a task (Anderson, Boyle, Corbett, & Lewis, 1990).

Similarly, a team is considered as a collective of individuals, and a team also learns and forgets knowledge and skills over extended periods of time. Team learning and retention curves are expected to provide useful information about performance improvements/decrements in terms of practice and disuse of skill. These curves can thus be used to make strategic decisions on training interventions—i.e., what, how, and when to train. As shown in Figure 1, the task completion time is a dependent measure in assessment, and it also follows a power law of learning representing a speed-up effect (Kim & Ritter, 2015).

There are identified problems in using learning curves. For example, this learning curve can be obtained only if the same task should be repeatedly performed. It has been noted that team member interaction is one promising factor to account for team performance decay and retention rather than individual competency, arguing team performance is more than the sum of individual team member performance (Cooke, Gorman, Duran, Myers, & Andrews, 2013). We, then, can infer that collective competency of a team would not be necessarily accounted for by aggregating all individual competencies. A model of individual competency is important, but it is definitely necessary to have an advanced understanding from the team perspective. Among various aspects of a team (e.g., team cohesion, coordination, team cognition, and team communication, etc.), team cognition plays important roles in team effectiveness, and one form of team cognition is team mental model (Klimoski & Mohammed, 1994). As to team learning, it is also necessary to consider the roles in a team task. It is also difficult to keep experimental teams together long enough to measure skill retention over periods of time (Cooke, Gorman, Duran, Myers, & Andrews, 2013). Thus, a simple comparison of learning (retention) curves in a large task and in a team (a collective of individuals) seems to be insufficient and challenging. Also, one of the reported pitfalls of learning curves is that a larger domain model or a large student sample size is likely to exhibit a better fit than a smaller one, even if the system does not operationally teach the students any better (Martin, Mitrovic, Koedinger, & Mathan, 2011). Furthermore, a near-term assessment by comparing learning curves would not be related to the long-term stability of learning (Schmidt & Bjork, 1992).

### Considerations for Team Learning Curves

**Concerns about Aggregate Data**

Figure 1 shows a learning curve from a dataset which was collected from 30 human participants performing a set of spreadsheet task (named the Dismal task) consisting of subtasks including: open a file, save a file, calculate normalization, calculate frequency, calculate length, insert rows, save as a printable format (Kim & Ritter, 2015; Paik, Kim, Ritter, & Reitter, 2015). It is an instruction-following task by human participants and an ACT-R model. The learning curve shows a steep decrease at the beginning in the task completion time over trials, and an asymptote-like plateau at the later trials, which appears to follow a power law of learning. The curve was generated by averaging all data points.

Theoretically, if individuals do the same tasks in a given time frame, then performance data can be averaged to represent performance change and learning, which is considered as a summary of the learning experience. Usually, tasks are large and complex in real world. They would be also hierarchically structured. That is, tasks can be decomposed to a number of sub-levels (Lee & Anderson, 2001). Each level of tasks
(or subtasks) can have a learning curve under the assumption that the learner performs the same tasks repeatedly. The learning curves by decomposed subtasks can be plotted, showing subtasks would be learned differently (Kim & Ritter, 2016). In this situation, there would be an issue of data aggregation. Aggregation of different aspects of learning data would be getting harder and more challenging in terms of task complexity.

![ACT-R models of the Dismal task](figure1.png)

Figure 1. ACT-R models of the Dismal task (dashed lines, from fully novice to previously practiced expert), along with human aggregate data (X’s and SEM error bars, N=30), and the KLM prediction in solid line (taken from Paik, Kim, Ritter, & Reitter, 2015).

Aggregation of the data refers to numerical or non-numerical information that is collected from multiple sources and on multiple measures, variables, or individuals, and compiled into a data summary. In a statistical analysis, the aggregation problem has been noted that information can be lost when the microlevel individual data is substituted for the aggregate, macro level data (Clark & Avery, 1976). A team can be decomposed into a group of individual members, and a task performed by the team can be decomposed into subtasks, and taskwork (i.e., working on a specific duty of one’s job) and teamwork (i.e., coordination or communication by individuals to achieve a mutual goal) (Salas et al., 2015. pp. 5) can be decomposed by individuals. Thus, it is necessary, with regard to “team learning and retention curves”, to consider the macro and micro level features of a team level performance.

Features of Team Learning Curves

Averaging is the most common statistical technique but it can potentially mislead our understanding about the learning data. The representativeness of averaged learning curves has been repeatedly an issue in Psychology (Brown & Heathcote, 2003). Averaging the learning data to understand an individual learning and performance can be distorted because of its nonlinearity and variable features of the parameters. Regarding
the team level, the concern about averaging across and within individuals to understand the team may be more complex and challenging. That is, a team, as a collective of individuals, would have different roles and taskwork to do, and coordination and communication among individuals are essential to accomplish a shared goal (Salas et al., 2015). Understanding such features would be useful to guide us to walk through the unprecedented territory of team learning and its visualization.

Team knowledge is described as an emergent phenomena resulting from team members’ interaction (Klimoski & Mohammed, 1994). This perspective places a greater emphasis on team processes and allows for the possibility that team knowledge is something different than the sum of the team’s individual member’s knowledge. Interactive team communications can be understood by a verbal and textual transfer of team knowledge (Gorman, Foltz, Kiekel, Martin, & Cooke, 2003).

Measurement of team knowledge can be observed in a study of the team communication analysis. Semantic content analysis is one example in team communications. For example, the UAV (unmanned aerial vehicle) knowledge for use can be analyzed by using a Latent Semantic Analysis (Gorman, Foltz, Kiekel, Martin, & Cooke, 2003). In the study by Gorman and his associates, the semantic space is decomposed in terms of geometric interpretation: (a) the length vector which is represented by the sum of all the words in a sentence, and (b) the cosine value to specify how two statements (or utterances) are semantically related in the semantic space. One of the metrics used in the study is communication density indicating the average task relevance of a team’s communications—the ratio of the length vector to the number of words spoken during the mission. In this context, the learning effect can be derived by observing differences in semantic contents by experienced and inexperienced teams—how a novice team learns to communicate, leading to increase in communication density. This notion gives us one aspect of multiple facets of a team learning curve. Similar to the understanding of the team communication that can be decomposed to a semantic space, the multiple facets of team features is worth being decomposed to a domain for an improved analysis and visualization. As another example, a team success can be predicted by power spectral density analysis that decomposes the task-oriented dialogue into the frequency domain in time (Xu & Reitter, 2017).

**A Statistical Model for multilevel Learning curves**

Different tasks and subtasks at a team level with different roles would be differently learned and retained in our memory (i.e., declarative and procedural memory). A meaningful decomposition can be useful to analyze the phenomenon. Figure 2 shows the varying performance of the decomposed tasks shown in Figure 1. The subtasks have different task completion times and mean/median values both by tasks and by the aggregated participants. This understanding would affect the perspectives of adaptive instructional sciences, and training in various professions.

However, there have been rather sparse investigations to address the question of how consistently (or inconsistently) tasks or subtasks are learned at a team level. A recent investigation tested the inconsistency of the individual-level subtask learning, providing an understanding of how complex tasks can be decomposed, and of how a probabilistic model of individual level of subtask learning can be estimated using a Bayesian hierarchical modeling approach (Anglim & Wynton, 2015). The knowledge components in the domain and learner model at a team level should support performance assessment with team learning (and retention) curves. A statistical modeling approach of multi-level facets of a task can be useful to comprehend the team. In this section, we introduce a statistical model of learning and performance both by tasks (subtasks) and by a team (individuals).
A box plot to describe the distributions of the task completion times, showing minimum, maximum, median values. Among the subtasks, S3, S5, S7, and S9 have the median task completion times above 100 s.

A Statistical Model for Aggregating Learning Curves

A Bayesian hierarchical modeling approach can be applied to investigate performance change by tasks and by individuals by teams (as a collective of individuals). Hierarchical models are interchangeably used with mixed models and random effect models, indicating that individual subtasks and individual participants have their own learning rates (e.g., amount learned, rate of learning, final performance, and variability around expected performance; (Anglim & Wynton, 2015). The Bayesian hierarchical modeling approach is particularly suited to the data analytics of a repeated measures design (Averell & Heathcote, 2011), which can investigate learning. A likelihood-based inference, for small sample sizes, can be generally unreliable with variance components that are particularly difficult to estimate. Bayesian modeling would be beneficial if there is not enough data for inferential statistics when we are interested in differences between individual participants and items (random effects and random slopes) (Sorensen, Hohenstein, & Vasishth, 2016). This approach can resolve a concern about the number of sample sizes (Lavine, 1999).

The aforementioned Dismal spreadsheet task data was collected in a repeated measures design, and the data should be analyzed to identify differences between individual subjects and tasks (random intercepts and random slopes), and correlations between variance components (random effects). Thus, a Bayesian hierarchical modeling approach is appropriate for the understanding of the task with its subtasks. Similarly, this approach can be applied to a team consisting of a collective of individuals, and the taskwork performed by
those individuals. In this approach, the posterior distribution of each parameter of interest is derived, given some data and prior knowledge about the distributions of the parameters.

There are a number of tools available that support this type of analysis. One such tool is R\(^1\), a computational statisticlal language, and a probabilistic programming language, Stan\(^2\). Previously, the lme4 package (Bates, Mächler, Bolker, & Walker, 2014) in R was used to conduct a linear mixed effects analysis of the relationship between the response variable and the covariate predictors including fixed and random effects (Kim & Ritter, 2016). To utilize the capability of the Monte Carlo Markov Chain (MCMC) sampling, Stan can be used with R together (McElreath, 2016).

Based on a simple fixed effect model, one can proceed to implement complex linear mixed effect models by adding varying intercepts and slopes. This model will support an analysis of the correlation between the varying intercepts and varying slopes, which is noted as the maximal model (Barr, Levy, Scheepers, & Tily, 2013). Example models are shown in Table 1. These probability models describe how the dependent variable (e.g., the task completion time or other performance measures) can be generated in a team task performance, which allows us to derive the posterior probability distribution of the model parameters from a prior distribution and the likelihood function. The model in Table 1 is summarized that the dependent variable by-subtasks and by-individuals (or team members) are varying in terms of practice trials. Multiple measurements from each individual team member and each task (or subtask) can cause correlation between errors. The proposed statistical model can be examined with consideration of varying intercepts and varying slopes, and the correlation between varying intercepts and slopes.

The estimated parameters in the fixed effects model do not vary from an individual to an individual (i.e., team members) and from subtask to subtask (i.e., different tasks by the team). The dependent variable (i.e., the task completion time) is represented by \(Y_{ij}\). The index \(i\) represents the \(i\)-th row in the data frame \((i \in \{1, \ldots, N\})\), and the term \(e_{ij}\) represents the error in the \(i\)-th row, and a practice day \(j\) \((j \in \{1, \ldots, J\})\). This model is a fixed effect model since the parameters of \(\beta_0\), and \(\beta_1\) do not vary from individuals in a team (pID) and multi-level tasks (St). The model is represented as a simple linear model with a predictor \((X_j)\) of practice trials and the task completion time \((Y_{ij})\) as the dependent variable. We assume that the error term \(e_{ij}\) is normally distributed with mean zero and unknown standard deviation, \(\sigma_e\), and that it is identically distributed, indicating there is no correlation between errors.

\[
Y_{ij} = \beta_0 + \beta_1 X_j + e_{ij} \quad \text{Model (1)}
\]

It is necessary to check the normality assumption of the data. The Q-Q plot of residuals shows whether the data are normally distributed. If the data is not normally distributed, a log-transformation of the data would be necessary. To assess the significance of practice trials (day) as a predictor, the t-value of the fixed effects can be used. If the t-value of the slope estimate is large enough, you can estimate that the predictor is significant. Comparisons of the models can be performed and the Bayesian Information Criterion (BIC) can be used as a test statistic. In this manner, a team relevant statistical model can be built to visualize performance change in terms of varying tasks and individuals.

<table>
<thead>
<tr>
<th>Table 1. A summary of the Bayesian hierarchical models for a team.</th>
</tr>
</thead>
</table>

\(^1\) https://cran.r-project.org/

\(^2\) http://mc-stan.org/
<table>
<thead>
<tr>
<th>No.</th>
<th>Model</th>
<th>lmer model syntax</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Yij=β0+β1Xj+ εij</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>Yij=β0+pID0i+β1Xj+ εij</td>
<td>Y~X+(1</td>
</tr>
<tr>
<td>3</td>
<td>Yij=β0+pID0i+(β1+pID1i)Xj+ εij</td>
<td>Y~X+(1+X</td>
</tr>
<tr>
<td>4</td>
<td>Yij=β0+pID0i+St0i+(β1+pID1i)Xj+ εij</td>
<td>Y~X+(participant)+(1</td>
</tr>
<tr>
<td>5</td>
<td>Yij=β0+pID0i+St0i+β1Xj+ εij</td>
<td>Y~X+(participant)+(1</td>
</tr>
<tr>
<td>6</td>
<td>Yij=β0+St0i+(β1+pID1i)Xj+ εij</td>
<td>Y~X+(participant)+(1</td>
</tr>
</tbody>
</table>

**Discussion and Conclusions**

We explored what to consider regarding team learning and retention curves. We note that data aggregation would cause distortion of our understanding toward individual and team learning (Brown & Heathcote, 2003). Thus, features of team should be considered to better deal with the representativeness of learning curves. We introduced a statistical model for team, which would be suitable to incorporate the aforementioned team features characterized by hierarchical and multi-level tasks with varying roles by a collective individuals. The model also supports a Bayesian comparison (Sorensen, Hohenstein, & Vasishth, 2016), indicating increase in statistical plausibility of comparing learning and retention curves. Therefore, the presented statistical model can reduce the data aggregation problem, and help to identify how team learning and retention curves would be different from individual ones.

Our exploration can be applied to improve the capability of GIFT (Generalized Intelligent Framework for Tutoring). GIFT is a module-based architecture, and its modules (e.g., Domain, Learner, Pedagogical, Gateway, and Sensor) are interchangeable and linked together by a message bus (Sottilare, Brawner, Sinatra, & Johnston, 2017; Sottilare, Goldberg, Brawner, & Holden, 2012). GIFT offers an operational mechanism of the real time assessment. The learning curves can be derived from the interactive operations of the modules. In GIFT, the Domain Knowledge File (DKF) plays an important role in the assessment structure by tracking performance of an individual.

Assessment is important to determine an appropriate intervention of training. Visualizing such assessments can be useful to quantify the progress, and it reciprocally helps to determine remediation of adaptive learning. Based on the individual assessment structure, GIFT can be extended to afford multiple simultaneous DKFs, called the team DKF (Brawner, Sinatra, & Gilbert, 2018). The team DKF can track a collective of individuals and multi-level tasks with varying roles. This would improve the capability of team assessment in GIFT. That is, team learning and performance are measured while the team is engaged in a training scenario during a lesson. In general, the assessment element contains rules and configurations for the Domain module to assess the learner actions. A concept is the lowest level performance node that is reported between modules and stored in a database. A concept is assessed by conditions that contains a logic to assess the learner’s performance specified in the Domain module. The concepts and conditions are hierarchically organized. The team training framework needs to support variable domains, content areas, multiple team configurations, and multiple types of team performance assessments (Brawner, Sinatra, & Gilbert, 2018). The GIFT’s modular structure of design alternatives for team has been proposed with an understanding of the hierarchical inheritance approach (Brawner, Sinatra, & Gilbert, 2018), and this structural taxonomy to a team modeling would generate interactions among the modules.
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INTRODUCTION

Graphical images are useful in helping teams develop shared mental models, particularly when digital tools enable team members to co-construct these representations. For example, the use of concept maps as external representations of knowledge, in a form that can be manipulated and reasoned with, can clarify thinking, focus a task, facilitate collaboration, and reduce cognitive load. This chapter describes several types of graphical supports—concept maps, 3-dimensional cognitive mapping, and self-visualizations—as ways to enable the collaborative construction of shared mental models.

Concept Mapping as a Representational Structure that Enables Shared Mental Models

Concept mapping as a representational structure is an effective mechanism for students to express their conceptual understanding (Novak, 1990; Rice, Ryan, & Samson, 1998; Rosen & Tager, 2014; Toth, Suthers, & Lesgold, 2002). The use of concept maps as external representations of knowledge, in a form that can be manipulated and reasoned with, can clarify thinking, focus a task, facilitate collaboration, and reduce cognitive load (Cox, 1999; Jonassen, 2003). In particular, computer learning environments for inquiry-based science learning have the opportunity to include electronic concept mapping as a knowledge construction tool. Students engaging with computer based simulations and virtual worlds may develop a deeper understanding about the dynamic systems represented in these environments through engaging in concept mapping of the system as a map of causal relationships between its factors. Michael Zeilik’s website (http://archive.wceruw.org/cl1/flag/cat/conmap/conmap1.htm)

EcoXPT is a multi-user virtual environment (MUVE)-based middle school science curriculum that supports learning about the causal dynamics of ecosystems through observation, exploration, and experimentation in a virtual world (Dede, 2017; Grotzer, 2017). It builds and expands upon earlier research with EcoMUVE (Metcalf et al., 2011, Grotzer et al., 2013). EcoXPT supports situated learning – students conduct scientific inquiry while immersed in the richly represented ecological setting, interacting with virtual people and organisms, collecting and analyzing data. As a culminating activity, student teams engage in construction of a concept map as a representation of the components, processes and relationships relevant to the phenomena identified in the ecological scenario.

In prior research with EcoMUVE, students were instructed to draw concept maps on paper. For EcoXPT, it was hypothesized that students might be better supported with an integrated computer-based concept map tool. In particular, it was considered that providing a structured tool for concept mapping might scaffold students in concept map construction to support deeper learning about the causal relationships in the system. Additionally, by integrating the tool with the virtual environment, it might support students making more connections between data collection, data analysis, and hypothesis constructing activities.
The EcoXPT curriculum consists of a two week, inquiry-based unit centered on a virtual pond and the surrounding watershed. Students explore the pond, learn about the plants and animals in the ecosystem, and travel in time to see changes over the course of a virtual summer. They discover on one day that all of the large fish have died, and are given the inquiry task of figuring out why it happened. The system models an eutrophication scenario in which fertilizer runoff induces excessive algae growth. Then the algae die off and, as bacteria decompose the dead matter, the bacterial population surges. This combination of factors--coupled with weather conditions of warm temperatures, cloudy days, and low wind--lead one evening to dramatically lowered dissolved oxygen in the pond that causes the death of all of the bluegill and largemouth bass in the pond, although the minnows, which can survive in relatively low dissolved oxygen conditions, do survive.

EcoXPT includes a range of integrated tools that support students in learning about the pond and its surroundings. Students can make observations, photograph organisms in and around the pond, shrink to view microscopic organisms, and travel in time. They collect measurements about the water (e.g., phosphates, temperature, dissolved oxygen), weather (e.g., wind speed, cloud cover), and populations of organisms (including three species of fish, two types of algae, and bacteria); then the view graphs showing trends in the data over time. They use reference tools such as an online field guide and an atom tracker, and gather testimony from characters in the world. The pilot version of the curriculum used in this study also included a lesson on drawing concept maps to represent the causal relationships in an ecosystem.

Students collaborate in teams to solve the mystery, working together to collect and analyze data in the virtual world. As a culminating activity, each team of students constructs and presents to the class a poster that represents their hypotheses to explain why the large fish in the pond died. The team posters are required to include a concept map, a written summary of their hypothesis, and printouts of the evidence they used to support their ideas.

This study piloted a new electronic concept mapping tool that was designed to scaffold students’ concept mapping activities. The tool (Figure 1) provided a pre-defined palette of factors designed to represent all of the variables that student were able to observe or measure in the virtual world. Students drag factors out of the palette to place them as nodes in the concept map, and drag a link from one node to another to create connecting arrows representing causal relationships between factors.
In a pilot study, students who used the electronic concept map tool constructed larger and more complex concept maps than similar teams doing concept mapping on paper. This finding appears to support the proposal that providing external structure for concept mapping can scaffold collaborative activity by teams of students. In particular, the increase in number nodes in the electronic concept maps is likely caused by the fact that the software tool provided students with a large set of pre-defined nodes to use, potentially fostering convergence.

3-Dimensional Cognitive Mapping as a Representational Structure that Enables Shared Mental Models

In inquiry-based learning contexts, many students experience difficulties managing the complex inquiry process and engaging in fruitful inquiry learning. The inquiry process often involves iterative cycles of gathering information through observation or experiments, generating hypotheses, reasoning based on the collected information, and drawing conclusions. Many students find it cognitively demanding to integrate problem data with subject knowledge and to reason with intricately intertwined data. It is therefore necessary to guide students through the complex inquiry process to help them become accomplished problem-solvers.

To facilitate complex inquiry without undermining the nature of student-centered learning, indirect instructions such as prompts, hints, and scripts are used to bring learners’ attention to important issues (e.g., what to do next) during the task, or a complex task is decomposed into a set of main actions or key questions. Recent research highlights the importance of making cognitive processes visible in complex problem or task situations. Related work involves the use of mental models for high-order thinking and in-depth learning, such as concept maps representing the relationships between concepts, causal maps representing the
relationships of cause and effect, and evidence maps linking evidence with claims or hypotheses. In view of the need for integrating multiple aspects of cognitive processes in exploring a problem, integrated cognitive maps for example by representing the problem-solving process and the knowledge underlying the problem-solving process have shown promising effects (Wang Wu, Kinshuk, Chen, & Spector, 2013; Wu, Wang, Grotzer, Liu, & Johnson, 2016). In this section, we introduce a novel three-dimensional cognitive mapping (3DCM) approach, which makes complex inquiry visible and accessible to students by allowing them to externalize the information on a problem, the subject knowledge underlying the problem, and the hypothesizing and reasoning process involved in exploring the problem in a single image for effective thinking, action, and reflection (Chen, Wang, Dede, & Grotzer, 2017). As shown in Figure 2, the integrated cognitive map consists of three parts: a concept map, a data table, and a reasoning map. The concept map represents the subject knowledge underlying the problem in a set of interrelated concepts. The data table outlines the problem information in a set of key variables and their changes over time. In the reasoning map, each hypothesis is supported (“for”) or rejected (“against”) by evidence from the problem data or subject knowledge. To examine the root cause of the problem, the hypothesis is further explained by other hypotheses explicating deeper causes of the problem.

Forty-eight students (24 males and 24 females) from one 11th grade high school class participated in the study. They were classified into three categories of academic ability according to their pre-test scores: high, medium, and low, with each category having 16 students. Students were randomly divided into 16 small
groups of 3 (i.e., one high-level, one medium-level, and one low-level student). They explored a fish die-off problem (why many large fish in a pond ecosystem had suddenly died) by performing causal reasoning and construct logical and scientific explanations. To do so, the students interacted with a virtual pond system to collect relevant information and observe changes in multiple variables over time. They discussed and solved the problem in small groups by evaluating and compiling the collected information, formulating and justifying hypotheses, and making conclusions. Students were asked to create a three-dimensional cognitive map to assist their inquiry, and submitted an inquiry report including hypotheses, reasoning, and conclusions.

Pre- and post-knowledge tests were administered to assess students’ knowledge of the learning subject. A post-test questionnaire was used to measure students’ attitudes toward inquiry learning, anxiety level, and confidence level. The results show that the participants displayed a high level of knowledge gain, positive attitudes, low anxiety, and medium levels of confidence. The interview records reveal that the 3DCM approach provided learners with a holistic view of the inquiry task, and guided them in generating hypotheses step-by-step and developing evidence-based reasoning based on relevant data and knowledge. Moreover, a post-hoc test indicated that the students at a low academic level had acquired significantly more knowledge than either the high-level or medium-level students, thus narrowing the academic gap between low-level, medium-level, and high-level students. Taken together, these findings show promising effects of the 3DCM approach in supporting inquiry learning.

**Group Construction of Concept Maps as an Aid to Collaboration**

Group construction of concept maps is highly effective for learning. According to a meta-analysis, concept maps have greater learning gains when constructed in groups (d = .96) than when constructed individually (d = .82) or studied individually (d = .37) (Nesbit and Adesope, 2006). The advantage for group construction over individual construction or study may derive from the fact that group construction implicitly combines both of these activities: each learner has both the opportunity to extend the group concept map and the opportunity to study what other members have contributed. The kind of support afforded by group construction appears similar to, but distinct from, the kind of scaffolding provided by so-called expert skeleton concept maps (Novak and Canas, 2006), which are partially specified concept maps with unlabeled nodes and/or edges. Learning gains with skeleton maps appear mixed (Chang, Sun, & Chen, 2001; Wang et al., 2015) and there is some evidence suggesting that skeleton maps assess a different kind of understanding than regularly constructed concept maps (Ruiz-Primo et al., 2001).

Group concept maps conceptually represent the collective individual “mental maps” of the group. Recent work has proposed a framework of “concept landscapes” to analyze collections of individual maps on a shared topic (Muhling, 2017). Two kinds of aggregation are proposed to create concept landscapes. The first is accumulation, a process by which individual maps are related by similarity, shared nodes, or shared edges. A landscape of accumulated maps is perhaps more appropriately considered as a high-dimensional space, e.g., node-space or edge-space, though a low dimensional landscape could also be formed by transforming the map similarity matrix with a technique like multidimensional scaling. The second concept landscape aggregation is called amalgamation. Amalgamation combines individual maps into a single map by merging nodes and edges, weighting them by their frequency across maps, and then pruning the combined map using a technique like thresholding, minimal spanning trees, or the Pathfinder algorithm (Schvaneveldt, 1990).

Group construction of concept maps appears to follow a process of amalgamation, with the important difference that the individual maps are not created before combining. Instead, individual maps are amalga-
mated incrementally. Through the processes of conversation and shared group map editing, individual mental maps become aligned, nodes and edges are drawn, and less important (or contentious) elements pruned. When considered as amalgamation, group construction of concept maps need not happen synchronously or with a stable group. However, an amalgamation-only view ignores the social context and common ground created by synchronous group construction, and these components would need to be replaced in a group construction paradigm operating asynchronously. Recent work has investigated asynchronous group construction by using a learning companion intelligent agent in place of a human peer (Olney & Cade, 2015). In this work, the learning companion and human student iteratively grow and expand a concept map that is based on previous student interactions. The learning companion effectively replaces the larger group of students by presenting elements of their maps as its own and providing a social presence for the student to engage with. Whether using a learning companion to simulate synchronous group construction is as effective as true synchronous group construction is an ongoing issue for research.

**Self-Visualizations as Graphical Representations of Mental Models**

Self-visualizations, i.e., graphical representations of one’s mental model, have been used in science and computer programming education both as instructional tools and for assessing learners’ understanding. For instance, generating a graphical representation during problem solving in conceptual Newtonian Physics plays a similar role as self-explanations, allowing learners to reflect on their understanding of the target concepts as well as enabling the instructor, e.g., a computer-based intelligent tutoring system, to assess learner’s understanding and provide hints, for instance, by highlighting elements of the visual representation. That is, the graphical representation is used by the tutor-tutee team to advance their mission of maximal knowledge transfer. We argue that these self-visualizations play a similar role in understanding as self-explanations do. Furthermore, they could help team members understand each other’s contributions to, for instance, the team’s mission which could be maximal learning or developing a high-quality, i.e., bug-free, complex software product. The latter case offers a unique opportunity to investigate the role of visualizations for collaborative work as large software development projects usually involve very large teams comprising of hundreds or thousands of members with different time, space, and cultural characteristics.

We present next a brief summary of using graphical representation to externalize one’s mental models in science learning and computer programming. Examples of such self-visualizations are free-drawings, which allow learners to freely express visually their thinking and understanding, and Control structure diagrams (CSD; Hendrix, Cross II, & Maghsoodloo, 2002). We review briefly previous work on self-visualizations next, that is, we focus on visualizations generated by a target individual as opposed to visualizations generated by an expert through interviewing the individual. Due to space reasons, we do not present visualizations at higher levels of granularity such as system diagrams highlighting the high-level organization of a complex software product. It should be noted that in large software development teams, visualizations play an important role for many aspects of this gargantuan collaborative effort including tracking changes to code, highlighting one’s role in the overall team, and training newcomers on the current state of the project (Ellis, Wahid, Danis, & Kellogg, 2007).

The use of visualizations, i.e., free-body diagrams (see Figure 3), as an instructional strategy for improving students’ ability to explain and predict Physics situations has been reported by Mualem and Eylon (2010). Mualem and Eylon reported significant learning gains (pretest-posttest) when this strategy was used to coach 9th graders on qualitative problem solving. In another study, Larkin and Simon (1987) showed that translating a propositional problem description into a visual representation is essential in Physics problem solving. Biswas, Leelawong, Schwartz, and Vye (2005) proved the usefulness of using well-structured vis-
ual representations (concept maps) in a learning-by-teaching environment. Similarly, visualizations of computer program structure and behavior could help with source code comprehension (Hendrix, Cross II, Maghsoodloo, 2002).

Using visual expressions of one’s situation model can also be useful for assessing the accuracy of such models. For instance, Chi and colleagues (1994) analyzed mental models from verbal input and drawings. Other research has assessed mental models by asking learners to draw and explain diagrams or visual images that demonstrate an overall function or system (Butcher, 2006; Gadgil et al., 2012).

Control Structure Diagrams (CSDs; Hendrix, Cross II, & Maghsoodloo; 2002) are graphical representations that capture the control structure and modular organization of a computer program. CSDs have the advantage of acting as a companion to source code because CSDs elements are attached to chunks of source code (see Figure 4) as opposed to being a separate representation, which is the case for flowcharts. Hendrix, Cross II, and Maghsoodloo (2002) showed that CSDs are more helpful than other visual representations, e.g., flowcharts, for source code reading and comprehension. The companionship aspect of CSDs with respect to a source code could play a role similar to the use of subgoal labels which have been shown to reduce cognitive load and increase performance while students learn programming (Margulieux, Guzdial, & Catrambone, 2012).

```
while(c){
  s1;
  s2;
}
```

Figure 3. An example of a free-body diagram used in Physics.

Figure 4. Example of a control structure diagram used in visualizing the organization of computer code.
In sum, self-generated graphical representations of mental models can be used both as an instructional strategy to help one’s understanding (Hendrix, Cross II, and Maghsoodloo, 2002; Mualem & Eylon, 2010), for assessing the quality of mental models (Chi et al., 1994; Butcher, 2006; Gadgil et al., 2012), and for expressing a team member’s understanding of a larger task that the team must tackle and which can then be used as a starting point to generate a team mental model that encompasses all members’ understanding (Ellis, Wahid, Danis, & Kellogg, 2007).

Shared Mental Models for Adaptive Team Training

Cannon-Bowers and Bowers (2011) reason that the most stressful demands on individuals in work/operational environments arise from their participation as a member of a team. These performance demands may be primarily due to the development of teamwork skills that team members must acquire for the team to perform optimally and the emergence of divergent goals within the team, but they may also be due to the complex, and dynamic nature of teamwork and the constant need to adapt to emergent teamwork processes and phenomena (Kozlowski and Ilgen, 2006). Grand et al. (2016) described team dynamics as the modeling of team cognition and shared knowledge of team tasks that underlie team development and thereby affect team learning and performance. To overcome these barriers to learning, the successful team is able to understand goals and construct shared mental models of the processes for teamwork and taskwork.

Shared mental models include organized common knowledge about a system (e.g., instructional domain) that enables individual team members to understand its basic processes and then form predictions and expectations about its future states (Rouse & Morris, 1986). If Intelligent Tutoring Systems (ITSs) are to be effective tools for adaptive team training, Fletcher & Sottilare (2017) advocate a close-coupling of ITS instructional strategies, shared mental models, and teamwork. Sottilare et al. (2017) reinforce this with their findings on the importance of teamwork behaviors, attitudes, and cognition.

In any domain, the successful adaptive team tutor optimizes instruction by adjusting the presentation of content (e.g., text, graphics, and active media like serious games) to maintain team member engagement and thereby optimize learning opportunities within the team. Collaborative graphical activities within adaptive team instruction support the development of or reinforce shared mental models by providing a mechanism leading to better common understanding of the domain, the team, and their learning. These activities may reduce stress and cognitive workload by synchronizing goals and activities, and thereby increase team learning and performance.

Kay, Yacef & Reimann (2007) observed that learners, especially those in leadership roles, found visualizations useful and that a significant number of learners modified their behaviors based on the visualizations provided. Visualizing shared-knowledge awareness, the perception of shared knowledge learners have while working in a collaborative learning context, can also enhance group learning (Collazos, Guerrero, Redondo & Bravo, 2011).

The most effective type of media to support the development of shared mental models and improve team performance may depend on the type of activity (e.g., team taskwork, collaborative learning, or collaborative problem solving) in which the team is engaged. During taskwork activities, graphics that provide the status of team performance or achievement (e.g., dashboards) can level understanding within the team leading to better performance. Widgets within dashboards that represent leaderboards, activity streams, and concept maps are common and useful. During collaborative learning activities, graphics that model concepts or processes (e.g., free body diagrams) can reinforce individual learning or identify shortfalls in knowledge, misconceptions or diverging objectives of team members. In attempting to collaboratively solve problems, graphics that visualize data or allow learners to share and vet information are also valuable.
Conclusion

The graphical supports described in this chapter (concept maps, 3-dimensional cognitive mapping, and self-visualizations) have proven to be effective vehicles for the collaborative construction of mental models. Each fulfills the necessary condition of organized common knowledge about a system (e.g., instructional domain) that enables individual team members to understand its basic processes and then form predictions and expectations about its future states. As advances in technology enable increasingly sophisticated types of visual representations, such as virtual and mixed realities (Liu, Dede, Huang, & Richards, 2017), insights from the graphical supports described here will aid in designing effective vehicles for collaboration.

In GIFT, the Domain Course file and the Domain Knowledge file are good components in which to implement graphical/visual representations for shared mental models. Digital tools for creating individual and group graphical supports have the advantage of providing a logfile record of the steps involved in producing these mental models, so that both instructors and students can review the processes of creation by individuals and synthesis/collaboration by the group. This is not only valuable in producing a shared mental model, but also in elucidating strengths and weaknesses of the collaborative actions involved.
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INTRODUCTION

Both military and civilian work is increasingly organized around small, dynamic teams rather than large bureaucratic frameworks. Such teams combine individuals with highly specific skill sets and extensive training to solve complex, non-standard problems, often under extreme pressure. Importantly, these teams are not typically composed of interchangeable members but are formed and trained as expert teams to function semi-autonomously. To accomplish mission objectives in the face of complex challenges, the United States military needs to develop teams that consistently exhibit high levels of taskwork and teamwork skills. Implementing principles of team training and maintaining team efficacy are critical in the armed forces, where teams are often widely dispersed and consequences for underperformance can be severe, though many civilian teams—such as hospital trauma teams or flight crews—face similar challenges. Establishing and maintaining high levels of team performance in these contexts requires the creation of practical and effective team development interventions, including team training, as well as systems for ongoing assessment of team function.

We argue that one critical component of training, monitoring, and maintaining high-functioning teams is the ability to model team performance.

Communication, cognition, coordination, collaboration, and coherence in teams are critical for predicting team performance. To improve our ability to enhance and maintain team performance, we need to develop a better understanding of these components. Specifically, we need to understand how the components of team dynamics influence team performance in complex problem-solving situations (Fiore et al., 2010; O’Neil, Chuang, & Baker, 2010; Paris, Salas, & Cannon-Bowers, 2000; Salas, Cooke, & Rosen, 2008). However, current tools and methods lack the capacity to assess these components of teamwork, to the dismay of stakeholders. This is true in the armed forces, industry, government, and civic organizations, and it has motivated national and international assessments of teamwork and collaborative problem solving as a 21st-century skill.

In what follows, we outline a program of research on the science of teamwork, based on a theoretical framework for analyzing the decision-making processes and effectiveness of teams. Drawing on our prior work developing critical constructs and mechanisms to measure team performance using multilevel network analysis, we argue that one critical advance in the science of teamwork is using these tools to build predictive models that consider teams as complex systems. To model team performance effectively, we need to understand teams as multilevel networks comprised of three main components: (a) the social network that structures team interactions; (b) the conceptual networks that guide the actions of individuals on the team; and (c) the communication network by which that action is accomplished. A critical step in creating a system to monitor and support team performance, then, is the development of multilevel network analysis techniques for assessing teamwork during complex problem solving.
Two factors have made analysis of the performance dynamics of small teams critically important to current and future U.S. military endeavors. First, the nature of armed conflict has shifted in the last 50 years from large-scale machine warfare organized around regiments of conventional forces, in which combat and intelligence gathering present relatively standard problems (materiel domain), to small-scale asymmetric warfare organized around small teams of special forces, in which counter-insurgency and other elements of unconventional combat present non-standard, highly complex problems (human domain). Second, budget cuts, the current geopolitical landscape, and changes in military priorities have led to reorganization of operations around small, dynamic teams engaged in counter-terrorism, cyberwarfare, drone operations, foreign internal defense, peacekeeping, and humanitarian aid (Knoke, 2013; Odierno, Amos, & McRaven, 2013; Ressler, 2006; Stewart, 2013; Thomas & Dougherty, 2013; Tucker & Lamb, 2007; Turnley, 2011).

Today’s small military teams, such as four-member Navy Special Warfare squads or twelve-member Army Operational Detachment-A teams (Feickert, 2010; McRaven, 1996), combine individuals with highly specific skill sets and extensive training to solve complex, non-standard problems under extreme pressure. Importantly, teams such as these are not composed of interchangeable soldiers embedded in rigid bureaucratic frameworks—as in the squads of conventional military organization. Rather, these teams are formed and trained as expert teams to function semi-autonomously (Thomas & Dougherty, 2013).

Of course, this approach is not limited to military organizations. Civilian work, too, is increasingly structured around small, high-performance teams (Buchholz, Roth, & Hess, 1987; Katzenbach, 1993; Lehman & DuFrene, 2010). Hospital trauma teams, emergency response teams, flight crews, design teams, and research teams, among others, are core organizational units in many contexts. While civilian teams may not face the same pressures as military teams, performance is often equally dependent on the extent to which the members function as a team.

**TEAMS AS MULTILEVEL NETWORKS**

A central challenge in understanding team performance is to integrate understanding of how a team collaborates with information about what they are collaborating on. For example, high-functioning teams “communicate clearly”, but in order to assess whether a team is performing well, we need to know more than just that they are communicating well. We also need to know that they are communicating effectively about particular aspects of the specific problem they are working on, and that their approach to the problem is appropriate for the specific circumstances in which they are working.

That is, to measure team performance, we need a technique that can measure critical aspects of team performance, including those articulated in the PISA 2015 Collaborative Problem Solving Framework (Greiff, 2012; Organization for Economic Co-operation and Development, 2013) and various frameworks of 21st-century skills (Griffin, 2012; Koenig, 2011; Kozma, 2009; Trilling & Fadel, 2012). These aspects include (a) how well a team collaborates in terms of social and cognitive alignment; (b) how well a team functions in a problem-solving context, including alignment with organizational factors and team outcomes; (c) how well each individual contributes to creating cognitive, social, and organizational alignment and team outcomes; and (d) the relationships among and integration of these factors.

Put another way, we need to understand, simultaneously, the social network of the team, the conceptual networks that guide the actions of the individuals on the team, and the communication network by which those actions are accomplished. Thus, we argue that a critical step in creating a system to monitor and support team performance is the development of network analysis techniques for assessing teamwork during complex problem solving. Specifically, we suggest that the science of teamwork needs research into...
methods for constructing *multilevel network models* of high-volume *discourse* data (Frank, 1998, 2011; Penuel, Riel, Krause, & Frank, 2009; Wang, Robins, Pattison, & Lazega, 2013). By “discourse”, we refer to spoken interactions, but also more broadly to any actions or interactions of team members and others in the problem-solving context (Gee, 1999). Our goal is to develop network analysis techniques that *account simultaneously for the cognitive, social, and communications networks* that comprise team activity and within which a team functions.

**NETWORK MODELS OF TEAMWORK**

Our approach is to start with *epistemic network analysis* (ENA), a technique that we have developed to analyze records of individual and team problem solving (Shaffer, 2017; Shaffer, Collier, & Ruis, 2016; Shaffer & Ruis, 2017). A fundamental claim in this work is that *it is essential to consider the semantic and conceptual content of what gets said during social interactions in addition to tracing the patterns of who talks to whom in a social network*. Social network models devoid of content are doomed to fail because team interactions are never “content neutral” (Maroulis & Gomez, 2008). It is impossible to evaluate the quality of team interactions by examining who is talking to whom without knowing what they are talking about. This work is thus unique in combining deep analyses of both content and social network processes.

Specifically, ENA models team activity by identifying categories of action, communication, cognition, and other relevant features and characterizing them with appropriate coding schemes into smaller sets of domain-relevant nodes. The weights of the connections among network nodes (i.e., the association structure of key elements in the domain) are then computed and visualized. Critically, ENA models team actions and interactions in such a way that it is possible to *extract information about each team member’s contributions to team performance*. ENA uses statistical and visualization techniques to enable comparison of the salient properties of different networks, including networks generated by different teams or by teams at different points in time, teams in different spatial locations, or teams engaged in different activities. These salient properties are modeled not just in terms of the general structure of the networks, as is often revealed by other network analysis techniques (changes in density or betweenness centrality, for example), but ENA also extracts properties relevant to the actual content of the network.

In other words, ENA can analyze what teams are doing, how they are thinking about what they are doing, what role individuals are playing in team performance, and how teams compare to one another in the context of real problem solving. Using ENA, we have been able to identify critical patterns of interaction in expert and novice teams, as well as successful and unsuccessful teams and individuals (Andrist, Collier, Gleicher, Mutlu, & Shaffer, 2015; Arastoopour, Shaffer, Swiecki, Ruis, & Chesler, 2016; Chesler et al., 2015; Quardokus Fisher, Hirshfield, Siebert-Evenstone, Arastoopour, & Koretsky, 2016; Shaffer, 2017; Sullivan et al., in press).

**CONCLUSIONS AND RECOMMENDATIONS FOR FUTURE RESEARCH**

A critical next step in developing a science of teamwork is to extend ENA from modeling team interactions in a single modality (communication among team members) to account for the different layers of activity that influence a team’s work. Factors we believe can and should be modeled include: (a) cognitive and psychological factors of team members and of the problem being solved; (b) modes of communication, including synchronous and asynchronous interactions; (c) the organization and structure of the team, as well as the influence of role and hierarchy within the team; (d) social relationships and interactions among team members; and (e) organizational and other external influences on the team’s activities.
To accomplish this, we hypothesize that we will need to make three significant advances in the network science of teams. First, we will need to extend our existing natural language processing coding algorithms for text dialog. That is, we will need to develop machine learning and other techniques to quickly and reliably develop, calibrate, and implement coding schemes for a wide array of discourse data, including both text and spoken dialogue. Building on existing computational linguistics technologies, such as Coh-Metrix (Graesser et al., 2014; Graesser, McNamara, & Kulikowich, 2011) and LIWC (Pennebaker, Booth, & Francis, 2007), we will augment the existing natural language processing capabilities of ENA to develop a version of the tool that can code diverse data streams for multilevel analyses.

Second, we will need to examine how we can most appropriately model the social, cognitive, and communicative processes by which connections in those networks are constructed. That is, we will need to develop a more robust scientific understanding of how to identify and model the links between ideas and between people that individuals make during team problem solving (Dillenbourg, 1999).

Third, we will need to develop multilevel ENA (mENA) network models. We conceptualize these mENA models as the network science analog of hierarchical linear modeling, where the effects of each layer of the model are analyzed, but critically, those analyses account for the interactions between the different layers of the model. For example, prior work has looked at integrating hierarchical linear modeling and social network analysis to examine how social factors influence students’ school achievement (Frank, 1998). Similarly, mENA would be able to model the network of cognitive relations for each member of the team, but also account for the nesting of these individual cognitive models in the team setting. mENA would also be able to model the impact of individuals’ cognitive and affective states on social interactions and relations among team members.

As part of this work, we will also explore ways to integrate mENA into systems for team training and development, such as training modules developed with GIFT, the Generalized Intelligent Framework for Tutoring (Sottilare, Brawner, Goldberg, & Holden, 2012). For example, mENA could be used to model expert teamwork and behavior based on observations gathered across an array of high-performing teams. In these instances, aggregating relevant mENA features across problem-solving scenarios can produce rich network models that will organize the actions, communications, and contextualized decision points that need to be explicitly defined within GIFT’s domain module. Designating relationships between information, communication, and action across roles within a team provides rich inputs for structuring and configuring an associated Domain Knowledge File that manages assessment and pedagogical requests during a GIFT-managed scenario event. Through these techniques, one can determine whether high-performing teams execute tasks in similar ways (i.e., they have similar mENA networks), which could warrant more general claims about team performance, or whether there are unique differences across different teams or different teamwork scenarios. The same techniques can be applied to novice and low-performing teams to identify common challenges.

Following the development of an mENA expert model, mENA could be used to assess specific team activities in comparison with the expert model. This will enable functional evaluations of teams that are in training against representations of ideal behavior; as discussed above, mENA is particularly well suited to make such comparisons, both statistically and visually. Differences in mENA models that reflect critical cognitive, communicative, or enactive behaviors could thus assist in establishing granular assessment methods that can inform coaching decisions. With respect to GIFT, this involves making strategy selections that associate with directed feedback delivered in real-time, scenario adaptations that focus on adjustments in difficulty and complexity, and post-event scenario selections to target specified skill sets that require additional training or practice.
Ultimately, our goal is to produce a system for training and maintaining high-performance teams that (a) enables easy creation of training modules that (b) provide teams with realistic simulations of problem-solving scenarios and (c) generate mENA models that give team members and coaches actionable feedback.
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Introduction

A large amount of research has been conducted recently on adaptive training and personalized learning, and from the modeling perspective, conferences such as AIED (Artificial Intelligence in Education), EDM (International Conference on Educational Data Mining), and LAK (Learning Analytics & Knowledge Conference), have driven advances in the state-of-the-art. However, extension of research models from individual training to team training presents a new set of challenges. Different team members may have different training requirements, and in some cases team members may have different training needs; a training exercise that is best for one team member may either be boring to another team member, or too advanced. Furthermore, individual training measures may apply to different team members, to different extents. In this paper we address the following questions: 1) How can one select a training exercise that best trains all of the individual team members?; 2) How can the team training measures be related back to individual assessments, and thus to selection of future team training exercises?

We propose a generative model to reason about instructor decisions in the adaptive team training process. The model includes: 1) A representation of individual and team training objectives, 2) A representation of the Knowledges, Skills, and Experiences (KSE’s) required to fulfill the training objectives, 3) A representation of individual and team exercises that a human or computer-based instructor can assign to team member(s), 4) For each exercise, a representation of which KSE’s are trained by the exercise, and 5) For each exercise, a representation of its outcome measures and how each measure relates to KSE’s.

The model can be used to produce optimal adaptive sequences of individual and team exercise selection. Furthermore, it can be parameterized based on performance data obtained from a Learning Records Store (LRS) or a Learning Management System (LMS). In this paper, we formalize the model, and we also describe how it can be integrated into frameworks such as the Generalized Intelligent Framework for Tutoring (GIFT).

Individual Training Models

The approach described in this paper formalizes the team training process as a Partially Observable Markov Decision Process (POMDP; Smallwood and Sondik, 1973). A POMDP is related to the more widely used and simpler Hidden Markov Model (HMM), such as that used in Bayesian Knowledge Tracing (BKT; Anderson 1995). The team training variant we describe in this chapter (POMDP-TT) combines Bayesian Knowledge Tracing, Item Response Theory, and previous individual-trainee versions of a POMDP model.

Bayesian Knowledge Tracing

A Hidden Markov Model contains States, Transitions, and Observations. In the BKT formulation individual components of knowledge are tracked as either learned or unlearned, and a variable called state, which we designate $S_n$, where $n$ identifies the skill being learned. Table 1 summarizes typical elements of BKT, with
a renaming/updating of variables and descriptions in Table 1 to conform to the notation in the rest of this chapter.

Table 1: Bayesian Knowledge Tracing Definitions

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p(S_i)$</td>
<td>The probability that KSE $i$ is in the learned state prior to the first opportunity to apply it</td>
</tr>
<tr>
<td>$p(T)$</td>
<td>The probability a KSE will make a transition from the unlearned to the learned state</td>
</tr>
<tr>
<td>$p(G)$</td>
<td>The probability a student will guess correctly if a KSE is in the unlearned state</td>
</tr>
<tr>
<td>$p(Slip)$</td>
<td>The probability the student will make a mistake if the KSE is in a learned state</td>
</tr>
</tbody>
</table>

The probability $p(T)$ can be used to form a probability transition table. For example a value of $p(T)$ generates the table below, where the probability of transitioning from an unlearned to a learned state is 70% if the student is presented with an item that uses the KSE. In the table there is zero probability of skill decay, that the skill is unlearned once learned.

Table 2: Transition Table in Hidden Markov Model for Bayesian Knowledge Tracing

<table>
<thead>
<tr>
<th></th>
<th>Unlearned</th>
<th>Learned</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unlearned</td>
<td>.3</td>
<td>.7</td>
</tr>
<tr>
<td>Learned</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

The probability $p(G)$ and $p(Slip)$ represent the probability of guessing the item correct if the skill is unlearned (i.e. a “lucky guess”) and making a mistake despite the skill being learned, respectively. Together they compose the observation table of the Hidden Markov Model. Table 3 shows an example of the observation table for the case where $P(G) = .1$ and $P(Slip) = .2$

Table 3: Observation Table in Hidden Markov Model for Bayesian Knowledge Tracing

<table>
<thead>
<tr>
<th></th>
<th>Correct</th>
<th>Incorrect</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unlearned</td>
<td>.1</td>
<td>.9</td>
</tr>
<tr>
<td>Learned</td>
<td>.8</td>
<td>.2</td>
</tr>
</tbody>
</table>

In the above formulation, there is a separate model for each skill that contains its own $p(T)$, $p(G)$, and $p(Slip)$. Typical applications of a BKT approach are to (1) Learn these model parameters, given data, and
(2) assess individual student progress, given the model parameters and that individual student’s training history.

**Item Response Theory**

Whereas Bayesian Knowledge Tracing focuses on the evolution of a skill over time, Item Response Theory (IRT) is a family of models that focuses on item performance (Lord, 1980), in that skill level can be related to task difficulty, each can support many or continuous skill levels, and the values in the table can be determined from data if applicable. A simple variant models item performance as:

\[
p(\text{correct}) \propto c_i + \frac{1 - c_i}{1 + e^{-a_i(s_i-d_i)}}
\]

Where \(s_i\) is a parameter representing trainee ability, \(d_i\) is a number representing item difficulty, \(a_i\) is a discrimination parameter, and \(c_i\) represents chance. With IRT, these parameters can be learned for multiple trainees performing on multiple items. By adding more variables to the IRT model the shape of the Item Characteristic Curve (ICC) can be varied. Typical IRT parameters are item difficulty, item discrimination parameter (governing how rapidly an increase/decrease in student skill level results in a change of the probability of correctness), and probability of getting items correct by guessing. The IRT model can also be extended to a Partial Credit Model (PCM) that generates ICC’s for gradations of correctness of response, and it can also be extended to account for multiple different skills.

**POMDP**

A POMDP (Partially Observable Markov Decision Process) represents an extension from an HMM in that it is a **Decision Process**. In Levchuk et al., the authors introduced multiple training actions that were each able to train team skill (Levchuk, 2007, 2012). Each training action is associated with a different \(p(T)\). The team was modeled as being in a high-skill, medium-skill, or low-skill state. The high-skill state was associated with a reward. Unlike the BKT approach above, in this work the model parameters were supplied by Subject Matter Experts. The problem addressed by the POMDP was action selection, to select the action that maximizes reward over time. Formally, the components of a POMDP model are:

- \(S\): a finite set of states
- \(A\): a finite set of control actions
- \(Z\): a finite set of observations
- \(\tau(S \times A \times S)\): a state transition function
- \(O(Z \times S \times A)\): an observation function for each action.
- \(R(S \times A)\): a reward function for each state and action.
  - \(\gamma\): A discount factor over future time steps.
- \(b_0(S)\): An initial distribution that assigns a probability to each state, referred to as a belief state, at time zero
- \(\gamma\): A discount factor over future time steps.

As in an HMM, a POMDP updates its assessment of student belief state after each action.

\[
Pr(s^1 | s^0, a^0) \propto Pr(s^0) \tau(s^0, a^0, s^1)
\]
Time unfolds over a series of discrete time steps, $t = 1, 2, \ldots, \infty$. $s^t$ and $a^t$ represent the trainee state and training action taken at time step $t$. As opposed to an HMM, in which only one action is considered per model, a single POMDP model allows for explicit comparison between actions within the same model. Thus, a POMDP model can be used for the problem of apples-to-apples comparisons for action selection. This involves assigning each action a value for the current belief state, and selecting the action with the highest value. Value differs from Reward in that the reward function $R$ is by definition for a single step, and the value function (usually denoted $V$, $V(s)$ or $(s, a)$) is defined for multiple steps:

$$V = \sum_{t=0}^{\infty} R(s^t, a^t)\gamma^t$$

The value of a belief state can be computed as an expectation over its component states.

$$V(b, a) = \sum_s b(s)V(s, a)$$

Where $b(s)$ is a function that maps a state $s$ to a probability.

The value of an action for a state is initialized to be the direct reward.

$$V(s, a) = R(s, a) \text{ and } V(s) = max_a (V(s, a))$$

But the above yields only the immediate reward. Reward over more than one time step can be recomputed using a Bellman backup.

$$V(b, a) = \sum_{s'} \sum_s b(s)\tau(s, a, s')O(o|a, s')V(s', \pi_{(b, a, o)})$$

Where $\pi_{(b, a, o)}$ is the action selected after taking action $a$ and receiving observation $o$. That is, the value of a belief state is decomposed into the product of the probability of each state, the probability of transitioning from that state to a new state $s'$, the probability of making an observation from that new state, and the value of continuing the adaptive policy from that new state, given the observation.

A variety of POMDP and MDP representations for training have been constructed (Brunskill, 2012; Folsom-Kovarik, 2012; Rowe, 2015). In this chapter, we build upon modern factored single-trainee models to build a model to reason about team training (Carlin, 2016). We term the resulting model, POMDP-for-Team Training (POMDP-TT).

**POMDP-for-Team Training (POMDP-TT)**

In this section we define a POMDP-for-Team-Training model (POMDP-TT) based on a theory of deliberate practice (Ericsson, 1993). Figure 1 shows the construct. At its core, a POMDP-TT contains a standard POMDP model from the literature, that is a tuple $< S, A, \tau, \omega, O, R, \gamma >$. Supporting information about the training domain is used to construct the parameters within this tuple. This includes information about the domain (Team Roles), and information about available training content.
Figure 1: POMDP-TT. At the core is a POMDP model, surrounding information about team training is used to define the POMDP parameters.

**POMDP-TT parameters**

Information about the POMDP-TT parameters can be obtained by eliciting the information from subject matter experts via a user interface, or alternatively by data mining a Learning Management System for information. Regardless, information elicited should include:

**Team Roles:**

Information about the positions in the team being trained. Information about the team roles includes the KSE’s (Knowledges, Skills, and Experiences) relevant to each role, and the Training Objectives for the role.

KSE’s be elicited from instructors directly via a Scenario Authoring Tool (SAT), or in some domains such as in military domains, there is an already-existing list of training standards. Another method of eliciting KSE’s is by correlating item performance, such as data mining a Learning Management System using Principal Component Analysis (Carlin, 2013).

Training Objectives are derived from the KSE’s. It is not always the case that the KSE’s represent all the training objectives, for instance, some training domains have a complete listing of KSE’s for a position, but at initial levels of qualification many of the KSE’s may not be relevant, or the KSE’s may not need to be trained to an expert level of competence. Therefore Training Objectives contain the list of relevant KSE’s for the position being trained, as well as the level of desired performance.
The training planner then needs to only optimize training for the selected skills at the desired level of performance, and no further.

**Training Content**

Training Content includes information about the training exercises. This includes a list of the exercise names and personnel, which is extracted in a SAT when the exercises are created, or else can be extracted from records in the LMS. Exercises are also tagged for Applicability and Difficulty of each skill. Typically, applicability is specified by tagging the exercise for the KSE’s trained. Sometimes, a KSE is featured prominently in the exercise whereas other times, a KSE plays a supporting role. Applicability is a specification of which is the case. In some domains, applicability is specified on a scale (e.g. 1-5), and in others, KSE’s are specified as either “primary” or “secondary”. Difficulty is the $d_i$ skill in Item Response Theory (see above section).

Applicabilities and difficulties can either be extracted by a SAT, or alternatively a Machine Learning Algorithm such as Markov Chain Monte Carlo can be applied to LMS data to learn these parameters (Carlin, 2016).

**(Inner) POMDP parameters**

The POMDP-TT parameters, which correspond to the training domain, can be translated into standard POMDP parameters. Below we specify the construction.

**States**

The state space $S$ continues to be a set of possible team states. However, POMDP-TT describes this set using a factored representation. $S$ is factored into individual components, so that $S = \Pi(S_k)$. Each $S_k$ represents a team member’s state in a single Knowledge, Skill, or Experience (KSE). For each $s_k \in S_k$, $s_k \in (0, \max)$, where $s_k$ represents trainee skill level on that KSE, and max represents the maximum possible skill level. Thus, by the above description member $s \in S$ can be described by a vector $<s_1, s_2, \ldots s_k>$

**Team Members**: Under this model, it is possible for many KSE’s to apply to a single team member, and/or for many team members to apply to the same team KSE. To specify this relationship more clearly, we can optionally specify:

- The set of team members $I = \{I_1, I_2, \ldots I_{|team|}\}$
- A mapping function $A(S_i) \rightarrow U, U \subseteq I$ that maps KSE $S_i$ to the team members that $S_i$ applies to.
- A related mapping function $A(I_i)$ that identifies the KSE’s related to team member $i$.

**Actions**

The set of Actions $A$ continues to be a set, where each $a \in A$ represents training content. Each member $a \in A$ is described as a tuple $(<d_1, d_k>, <app_1, \ldots app_k>)$ where $d_i$ and $app_i$ represent the difficulty and applicability of training content $a$ with respect to KSE $i$.

**Rewards**

A reward for each state $R(s)$ is defined by designating a subset of the KSE’s as training objectives, and a function $f$ that maps progress on the training objectives to a value. Thus, $R(s)$ is defined as $f(s_1 \ldots s_k)$
where each \( s_i \) is the student state with respect to a training objective. Note that by this construction, the training objectives may include training an individual team member on multiple skills. Furthermore, rewards allow training objectives to be configurable; reward can be specified for state components at an intermediate level (e.g., \( R(<3,3,3>) = R(<5,5,5>) \)), or some state components can be ignored in the reward function (e.g., \( R(<5,0,5>) = R(<5,5,5>) \)), to specify the true training objectives.

**Transition Function**

Define an individual transition function for each \( S_i \) using the applicability and difficulty, and the concept of the Zone of Proximal Development (ZPD; Vygotsky 1978). The transition probability between state \( s \) and state \( s' \) given action \( a \) is based on the following principles:

- The transition probability is proportional to applicability \( app_i \).
- The transition probability is inversely proportional to the difference in skill level between \( s \) and \( s' \). (i.e., smaller jumps in skill are more probable than large jumps).
- The transition probability is inversely proportional to the difference in difficulty level of the item and the current student skill level. (enforces ZPD).

An equation that summarizes these three principles is below, where \( s_i' > s_i \), \( d \) and \( s_i \) are always positive, \( \epsilon \) is a positive constant close to zero, and \( w_1 \) and \( w_2 \) are model parameters. (In deployed applications, these have been set to \( w_1 = 2 \) and \( w_2 = s_{max} \), the maximum possible skill level.)

\[
\tau(a = <d_i, app_i>) \propto e^{-\frac{(w_1)|(d_i-s_i-1)/(s_i'-s_i+1)|+(w_2)(app_i)+\epsilon}{(w_2)(app_i)+\epsilon}}
\]

**Observations**

The set of observations \( \omega \) refers to the set of measures that are obtained during (or collected after) each training exercise. In Figure 1, \( \omega = \{correct, incorrect\} \), but this can be extended into further gradations to account for partial credit, e.g. \( \{incorrect, somewhat correct, mostly correct, correct\} \).

**Observation Function**

In POMDP-TT, observation probabilities are governed by similar principles to Item Response Theory (IRT; Lord 1980). However to account for multiple skills having different applicabilities, we vectorize a 2-parameter model.

\[
p(correct) = \frac{1}{1 + e^{\sum_k app_i(t^t - \theta_j)}}
\]

This model is easily extended to include further parameters, or into a Partial Credit Model (Masters, 1982).
**Application**

When student performance is known (e.g., when $p(\text{correct})$ is known to be 0 or 1), and furthermore when item difficulty is known, the observation and transition functions can be used to derive a probability distribution for student skill level $\theta$. This distribution is compared to the training objectives specified in the reward function, which in turn can specify skills and skill levels for each task that correspond to “training goals”. Different training exercises (Actions) will lead to different paths to the goal, and a POMDP solver can optimize the path to the goal, by selecting the optimal action for the determined probability distribution (belief state) of the individual student.

**Conclusions and Recommendations for FUTURE research**

In this paper we have described a framework for team training using a POMDP model. The framework includes cataloguing the skills involved in the domain, the training objectives, the training exercises available, the expected effect of each exercise on team skill levels, the set of possible measures, and the relation of these measures to trainee skill level. The approach uses principles from Bayesian Knowledge Tracing, Item Response theory, and Markov Processes, but vectorizes each of these models so that multiple team members are considered in the model, not just a single trainee.

These constructs imply several paths for future research. One avenue is the construction of a standard to communicate the above information, by extending GIFT’s Domain Knowledge File (DKF) or through similar constructs. A standard such as xml or json could support specification of exercises and the applicability and difficulty of each exercise with respect to team skills. A second avenue is introducing optimization constraints into the model and to exercise selection based on real-world considerations, for example only a subset of the team members may be available on a given day, or only certain exercises may be available at certain times. If implemented, these extensions could be used to support GIFT in measuring, assessing, and recommending team training.
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## Introduction

In this paper we discuss how information from wearable sensors can be used to represent, measure, improve, and train team task performance in real-time. To accomplish this, we combine elements from frameworks in separate literatures, which in turn involves combining models of tasks with models of data.

Regarding task models, the AI-planning literature is focused on choices made by a decision-maker (human or automated). As such, the models in this literature have focused on representing the tasks themselves, and the near-term and long-term ramifications of each decision. Task models produced in this literature include the TAEMS model (Decker, 1995; Horling, Lesser, Vincent, Wagner, Raja, Zhang, et al., 1999), the DEC-POMDP model (Bernstein, Zilberstein & Immelman, 2000), distributed constraint optimization models (DCOP), and many others. In this chapter, we focus on examples that are loosely based on the TAEMS model, in which tasks are decomposed into a hierarchy of subtasks. The agent executing the tasks can use this information to choose which task to perform at any given time. In practice, one issue with the use of TAEMS is the level of effort involved in building the task structure, which involves specifying each of the subtasks in the model as well as their relations to each other. The more fine-grained the subtasks, the more information team executing the tasks has to plan out future tasks. On the other hand, a coarse granularity of subtasks results in fewer decision-points for the team, defeating the purpose of the representation. In this chapter, we will describe how to mitigate this effect by using during-task data and machine learning to improve agent reasoning mid-task.

Specifically, we use unobtrusive sensors data acquired during the task. Organizational analysts are increasingly turning to wearable sensors to understand and assess performance on a task. One reason is the nearly continuous data these sensors can capture. Another is the opportunity to capture interesting phenomena without interrupting the individual performing the task. To that end, multiple literatures in a variety of fields have focused on topics varying from how to generate better hardware to collect the data, to how to process the raw data from this hardware into meaningful measures, to how to assemble these measures together in a human-readable format. In training applications, these data have been found to inform real-time performance feedback through visualizations of the face to face communication pattern of the team members (e.g., the Command Operations Dashboard; DeCostanza, Orvis, Perry, & Brown, 2017) as well as real-time cognitive workload assessments through the analysis of wireless EEG data (e.g., Durkee, Pappada, Ortiz, Feeney, & Galster, 2015).

In this chapter, we examine how wearable sensors can be used to improve team task performance during execution of tasks that require online planning. First, we review the TAEMS planning model with an eye toward its strengths and limitations\(^3\). In the following section, we review the capabilities of a few types of wearable sensors. After introducing the relevant frameworks, we then propose a mechanism by which

---

\(^3\) Our use of TAEMS in this chapter is loosely based. We maintain the core concepts involved in the framework, as reviewed in this chapter, but the examples may not be conformant to a release of exact specifications.
nearly continuous measurements from these unobtrusive wearable sensors can be used to assess task progress, which can, in turn, be used to re-plan future tasks.

The capabilities described in this chapter have relevance both operationally and in training. Operationally, better real-time predictions of task performance can lead to higher quality performance. In training, better assessments have benefits for both the trainee and trainer. For the trainee, real-time, individualized feedback on task performance can lead to better in-task decisions. The trainer can use this same information to provide expert feedback and guidance, and potentially make adjustments to the task as needed.

Multi-Agent Planning Models

In this section, we review a TAEMS-based (Task Analysis, Environment Modeling, and Simulation) framework as it pertains to modeling and planning team taskwork.

TAEMS

TAEMS “is a framework with which to model complex computational task environments that is compatible with both formal agent-centered approaches and experimental approaches” (Decker, 1995). Notably, an extension of TAEMS, called C-TAEMS was the framework used in the DARPA Coordinators program where human teams were instrumented with AI agents to participate in a mock disaster rescue study (Barbulescu, Rubinstein, Smith, & Zimmerman, 2010). We note three critical properties of the framework below, using an example from the medical domain (see Figure 1).

**Figure 1. Example of Task Hierarchy from the Medical Domain**

**Tasks**: Tasks have properties associated with them, including a distribution on the *duration* associated with task performance and a *quality* of how successfully a completed task has been performed.

**Hierarchy**: Tasks are decomposable into sub-tasks. Figure 1 below shows a task that is decomposed into three critical components of an operation: Prepare the Patient, Prepare the Operating Room, and Surgery subtasks. Parent nodes in the hierarchy are linked to their child-tasks through Quality Accumulation Functions (QAFs). In the figure, the quality of the Prepare Patient Task is the lesser (“Min”) of the
qualities achieved for the Consent and Confirm Procedure and Pre-Op Evaluation and Anesthesia subtasks (a “Min” QAF). That is, failing at any of the subtasks causes failure in the parent task since performance on the preparation task is driven by the worst performance among its subtasks. The quality of the Surgery subtask is the sum of the Surgical Procedure and the Refresh Supplies subtasks. And the Surgical Procedure can be performed via two methods, so only “One of” the subtasks will achieve quality.

**Task Relationships:** Tasks can have Non-Local Effects (NLE’s) on each other, where completion of one task affects the distributions of quality and duration of another task. The Consent and Confirm Procedure task must precede the Pre-Op Evaluation and Anesthesia subtask less the patient be put under anesthesia prior to their final consent to the procedure, so we could draw an Enables relationship between these tasks (see Figure 1). Other types of NLE’s include Facilitates, Disables, and Hinders.

Using this framework, it is possible then to define problems to maximize the quality of a root-level task in the hierarchy, within a duration. We will assume the presence of one or more agents, each of whom is capable of executing one or more of the subtasks at a time at the lowest level of the tree. At any given point in time, the agent must decide which task to continue along, or whether to assign itself a new task.

From a representation standpoint, the more detailed the subtasks are, the more complex the model and the more potential decision points there are for the agents to determine the best course of action; conversely, if the subtasks are too simplistic in nature, then there may be too few decision opportunities, defeating the purpose of the model. In practice, however, the generation of elaborate task models is onerous and can potentially discourage adaptation. Before delving into striking an appropriate balance, we first discuss ways in which tasks can be captured to the appropriate level of detail and data granularity. Wearable sensors are an excellent example of that.

**Wearable Sensors**

Wearable sensors have become a popular avenue for measuring individual and team psychology phenomena through a variety of different sources. While the sensors themselves are variable and have different capabilities, it is the quality, and in some cases quantity, of the signals that tend to be of greatest importance when considering their ability to capture constructs. The next sections will delve into two categories of sensors – those that focus on capturing interpersonal interactions, and those that measure an individual’s physiological state.

Most typically used in team training tasks are sociometric sensors, often referred to as “badges”. These are designed to capture the social interaction patterns of individuals in teams. While several different badges have been developed over the years (e.g., Michigan State University’s - see Baard, Kozlowski, DeShon, Biswas, Braun, Rench, et al., 2012; Sociometric Solutions Inc.’s (SSI) - see Kim, McFee, Olguin, Waber & Pentland, 2012), they share some common elements. A sociometric badge is an electronic device, typically worn around a user’s neck like a name tag that is used to gather data about interactions between members of a group. They are designed to be relatively small and inexpensive enough to be deployed at up to an organizational scale. The badges are equipped with a variety of sensors. All have some sort of interaction capturing signal (e.g., infrared, Bluetooth and or RFID) and an accelerometer to capture motion. Some also have a microphone to capture frequency and amplitude of sounds. Although each signal by itself has limited utility, through multimodal analysis methods, researchers have been able to uncover emergent features that give numerous insights into the way members of a team interact. For example, a time series of the volume data assesses how often and for how long an individual speaks. From the audio frequency, one can also estimate the speed and energy with which the user speaks (Lederman, Calacci, MacMullen, Fehder, Murray, & Pentland, 2016). By examining the audio from multiple users in tandem, prior work has obtained a high-level picture of the conversation through metrics such as how much turn-taking was done in the course of a conversation (Kim et al., 2012). Other work has analyzed badge accelerometer data to assess
movements such as gestures and changes in posture, while the infrared sensor and the relative signal strength can paint a picture of how the group is physically distributed (Baard et al., 2012; DeCostanza et al., 2017; Kim et al., 2012). Recent work has used face to face and proximity signals to capture the social networks and boundary spanning behaviors of a multi-team system (Brown, Perry, Braun, McCormack, Orvis & DeCostanza, 2017) and even applied this information to real-time training feedback during live Army exercises through their innovative Command Operations Dashboard (DeCostanza et al., 2017).

Physiological sensors are another prevalent type of relatively unobtrusive measurement device. Although not a comprehensive list, some of the most common signals captured are: electroencephalography (EEG), electrocardiography (ECG), heart rate variability (HRV), respiratory sinus arrhythmia (RSA), photoplethysmography (PPG), electromyography (EMG), galvanic skin response (GSR), and eye-tracking systems. These systems have seen advances not only in the research but also in their transportability and unobtrusiveness. For example, EEG devices have burgeoning capabilities such as dry-electrode configurations, longer battery life, wireless data transfer, reduced weight and increased aesthetics. Research advances have continued with reference to understanding the individual; however, some researchers have extended the work to capture team states from an aggregation of the physiological states of individuals. For instance, Baard (Perry) and colleagues used HRV to understand the cognitive state and subsequent performance of teams (Baard et al., 2012) while others have used HRV and RSA to measure the performance of a team in a high-stress task (Elkins, Muth, Hoover, Walker, Carpenter & Switzer, 2009). Further research has also taken these physiological measures and applied it to real-time feedback during training simulations. Durkee and colleagues have developed cognitive workload measure using wireless EEG sensors and their functional state estimation engine (FuSE) to provide the team with a real-time assessment of the relative workload of the individuals in the team during a task, allowing the team an opportunity to correct instances of excessively high workload across appropriate team members (Durkee et al., 2015).

The next section will tie the TAEMS model with the wearable sensor data output to discuss how to use sensor data to predict the outcome of tasks in the model, and in turn how to use the predicted outcome to make decisions about whether to continue tasks or select new ones.

**Blending Task Model and Wearable Sensors**

In this section, we bring together the TAEMS model with wearable sensor information in the description of a two-step process for updating task planning during execution. The steps involved are:

1. Predict quality and duration distributions based on sensor data.
2. Update task selection or training needs based on the existing quality and duration distributions.

**Step 1: Quality and Duration Distributions**

The step of predicting quality and duration distributions can be cast as a supervised learning problem over wearable sensor data. To do so, one can gather a data set labeled by task. One can format this data into a matrix of relevant information, as shown below in Table 1.

A supervised learning algorithm\(^4\) can learn the rule by which Output Quality and Duration labels are predicted, and the feature values can be extracted from sensors. That is, the algorithm would take all available

---

\(^4\) Many supervised learning algorithms are suited to operate on data formatted in the format of Table 1. Examples of suitable algorithms are regression (with data manipulation to turn the nominal variables into ordinal), decision trees, support vector machines, or deep learning networks.
data from the wearable sensors, populate the table, and complete the table with the expected quality and duration metrics when those are measured. This prediction can be used by the instructor when deciding whether to provide hints or other instruction.

The columns of Table 1 contain processed sensor data. One area of interest during training is determining whether an individual in a team is being overtasked and whether the other individuals should work to mitigate that issue through backup behaviors. Through measuring the cognitive activity level of each individual (the sensor being the wireless EEG), an algorithm can determine the relative cognitive state of each individual on the team. As seen in Figure 2, networks not only present a visual means for investigating the team interaction patterns given that each dot – or node – is an entity (e.g., individual) and line is the relationship between those individuals (e.g., pieces of information transmitted), but it can also provide meaningful analytics. For example, network centrality, as depicted by the highlighted individual in the center of the network, indicates that this individual plays a critical role in the phenomenon displayed in this team. Therefore, Figure 2 may show the most central individual as a hub of information if the lines indicate the number of pieces of information communicated. Through capturing the network centrality metric (Freeman, 1979) of interaction patterns (the sensor being the Bluetooth or infrared features of a badge), one can understand whether the individual is engaged in the task with others, or off in an entirely different part of the workspace. Through combining the metrics of cognitive workload with interaction patterns, the system can determine whether a particular individual is being overworked during a task or during a point in time and which individuals may be best able to assist that person based on location and task familiarity.

This can be seen in Table 1 through understanding the cognitive workload (via EEG data) and network centrality (via interaction patterns interpreted from badges data) of the surgeon during the task. In the first row the surgeon may have been inexperienced or thought that the task was extremely easy, so he took his time and worked with relatively few other individuals. The output may be acceptable, but given the length of time the surgeon took to do the task, he and his team need additional training. In contrast, the surgeon who had very high workload and did not have a high network centrality suggests that this individual needed assistance. For example, a rule could pre-process by changing the categorical variables into numbers, and then learn a function: e.g.

\[
\text{Output } \text{Quality} = f(\text{Cognitive Workload, Network centrality})
\]

The rule that is learned from the data can be used to predict the outcomes of future procedures. The last row of the column shows a hypothetical new surgical procedure, and the machine learning rule learned from the rest of the table would be used to predict the entries listed as “To be predicted”.

Figure 2. A Network Diagram Highlighting Centrality
Table 1. Example of Step 1 Data

<table>
<thead>
<tr>
<th>Task</th>
<th>Time since task start</th>
<th>Surgeon Cognitive Workload (EEG)</th>
<th>Surgeon Network Centrality (Badges)</th>
<th>Output Quality of Surgery (min 0: max 100)</th>
<th>Output Duration of Surgery</th>
<th>Team Needs More Training</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surgical procedure</td>
<td>15 min</td>
<td>Low</td>
<td>Low</td>
<td>70</td>
<td>Too long</td>
<td>Yes</td>
</tr>
<tr>
<td>Surgical procedure</td>
<td>10 min</td>
<td>High</td>
<td>Low</td>
<td>80</td>
<td>Too long</td>
<td>Yes</td>
</tr>
<tr>
<td>Surgical procedure</td>
<td>5 min</td>
<td>Moderate</td>
<td>High</td>
<td>100</td>
<td>Excellent</td>
<td>No</td>
</tr>
<tr>
<td>Surgical procedure</td>
<td>10 min</td>
<td>Moderate</td>
<td>Moderate</td>
<td>70</td>
<td>Acceptable</td>
<td>No</td>
</tr>
<tr>
<td>Surgical procedure</td>
<td>2 min</td>
<td>High</td>
<td>Low</td>
<td>To-be predicted</td>
<td>To-be predicted</td>
<td>To-be predicted</td>
</tr>
</tbody>
</table>

**Step 2: Update task selection**

The predictions in the previous section will result in an updated estimate of duration and quality for that task and potentially other tasks. These revisions will, in turn, be used to task or re-task trainees. For example, the data captured in the final row of Table 1 suggests that without intervention, the team will likely continue to let the surgeon be overloaded. Therefore, the system can recommend that another team member, such as a nurse, temporarily switch from the resupplying during the surgery task to assist in the surgical procedure.

To support this, the tutor should maintain a table of expected values for completing each unfinished task in the hierarchy. For tasks in the leaf nodes of Figure 1, this involves a direct computation of the expected quality of completing each task. The changed value would propagate up the hierarchy; changes in the distribution of child nodes trigger a re-computation of the value of the parent nodes. The trainee selects the task with the largest impact on the root node. Although this example strategy has the property of being myopic (it only considers the next action and does not plan ahead), it can be expanded to a non-myopic strategy by using a Markov Decision Process to compute the values.

For an example, reference Table 2 below. The additional breakdown of the operation procedure into its component elements shows that the respective qualities of the components (e.g. the preparation of the patient, the preparation of the room, and the surgery itself) have an impact on the overall operation. If the patient has not consented and the procedure is not confirmed, then there would be a negative impact on the tasks of preparing the patient and preparing the room. Additionally, refreshing the supplies is dependent on the room state at the beginning of the surgery as well as the quality of the surgery (i.e., if there is considerable blood loss or an unexpected change, more supplies would be needed). Specifically, it would be unwise to skip the Consent and Confirm Procedure task, because of the diminished quality it propagates to the Prepare the Patient and Prepare the Operating Room tasks, which in turn propagates to the Performing an Operation task.
Table 2. Example of computation of expected quality contribution with and without the Consent and Confirm Procedure subtask

<table>
<thead>
<tr>
<th>Task</th>
<th>Expected Quality Contribution with Consent and Confirm procedure</th>
<th>Expected Quality without Consent and Confirm Procedure</th>
<th>Comment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Performing an Operation</td>
<td>95</td>
<td>0</td>
<td>Min of Prepare the Patient and Surgery</td>
</tr>
<tr>
<td>Prepare the Patient</td>
<td>95</td>
<td>0</td>
<td>Assigned lesser value of Consent and Confirm and Pre-Op Evaluation</td>
</tr>
<tr>
<td>Consent and Confirm Procedure</td>
<td>100</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>Pre-Op Evaluation and Anesthesia</td>
<td>95</td>
<td>95</td>
<td>Suppose by hypothesis for this example that these preparations are not affected by Consent and Confirm</td>
</tr>
<tr>
<td>Prepare the Operating Room</td>
<td>100</td>
<td>0</td>
<td>Enabled by Consent and Confirm Procedure (Enables link not shown in Figure)</td>
</tr>
<tr>
<td>Surgery</td>
<td>95</td>
<td>10</td>
<td>Sum of Surgical Procedure and Refresh Supplies</td>
</tr>
<tr>
<td>Surgical Procedure</td>
<td>95</td>
<td>0</td>
<td>Without Consent and Confirm, inherits 0 quality from either method. With Consent and Confirm, Method 1 will be selected and quality achieved will be 85.</td>
</tr>
<tr>
<td>Refresh the Supplies</td>
<td>10</td>
<td>10</td>
<td>Proceeds with or without Consent and Confirm</td>
</tr>
<tr>
<td>Method 1 Surgery</td>
<td>85</td>
<td>0</td>
<td>Consent and Confirm enables Method 1. Cannot proceed without it.</td>
</tr>
<tr>
<td>Method 2 Surgery</td>
<td>80</td>
<td>0</td>
<td>Consent and Confirm enables Method 2. Cannot proceed without it.</td>
</tr>
</tbody>
</table>
Conclusions and Recommendations for future research

With the growth of research on and applications for wearable sensor data, the mechanisms available to researchers with interest in pursuing complex analytical solutions to difficult and dynamic problems is ever expanding. Advances in both sociometric and physiological sensors have benefitted both individual and team level initiatives, and some have had success providing real-time training feedback (see DeCostanza et al., 2017 and Durkee et al., 2015 for examples); however, there has not been a link between these measurement strategies and the AI literature.

This AI-planning perspective on the issue of training recommendations provides scientists and engineers with a common communication platform. In this paper we discussed how information from wearable sensors can be used to represent, measure, improve, and train team task performance in real-time. The TAEMS model provides particular insight through its ability to use task structures to provide agent logic for the determination of which tasks should be pursued next.

This chapter covered, with a broad brush, the applications of wearable sensor data in the TAEMS models using one example of a complex task from the medical field. Future research in this vein would benefit from a more detailed analysis of the TAEMS framework with regard to the details of complex and dynamic tasks to determine how task sequencing and interdependence would play a role in the model development. Additionally, as researchers continue to pursue team and multi-team systems work, future studies on the TAEMS model may benefit from an examination on how feedback can be effectively given to individuals within a multi-team system within the context of the complex task planning model and whether there are any limitations associated with the size of the model or the task distribution of the individuals in the team.

The inclusion of a task model would levy some requirements on any tutoring framework. For example, to implement these ideas, the Generalized Intelligent Framework for Tutoring (GIFT) would need to represent the tasks being assigned, including their duration, quality, and relation to each other. Depending on the application, the system could need to be capable of tracking which tasks have been completed, which tasks are outstanding, which tasks have been assigned to whom, and how the completion rolls up into overall quality. Furthermore, to implement the ideas proposed in this chapter regarding associating sensor data to task quality, the distributed data would need to be collected and timestamped appropriately.

The capabilities described in this chapter have relevance both operationally and in training. Operationally, performance can be enhanced by better predictions of what tasks individuals should be performing, even though recommending an individual switch tasks mid-way through in such cases where one teammate is overloaded and unable to maintain their workload on a critical task, for instance. In training, not only do enhanced measurements provide more reliability in the assessments, but the enhanced assessments from the proposed models will provide both the trainer and trainee with valuable and timely feedback that will facilitate the growth of knowledge and skills, resulting in enhanced operational performance.
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SECTION II - TEAM ASSESSMENT METHODS

Dr. Arthur Graesser, Ed.
Core Ideas

The chapters in this section focus on the assessments of teams and individual team members. Team science has identified characteristics of well-functioning teams in different contexts that range from coordinated psychomotor tasks to the design of sophisticated digital artifacts. The members of a team ideally are aware of the goals they are attempting to accomplish, have a shared vision of how to accomplish the goals, have an understanding of the team organization and each of the members’ roles, have frequent updates on who does what and when, and have reliable communication among team members. A team ideally can adjust when confronted with obstacles to goals and conflicts that invariably occur, and can dynamically replan the agenda and roles when necessary. However, most teams are not ideal. Sometimes individual team members do not deliver on their assigned tasks, as in the case of social loafers, incompetent team members, or saboteurs. There can be serious repercussions from breakdowns in team performance that can be attributed to a dysfunctional team member or the team as a whole. Assessments of team and individual performance are therefore necessary.

Summative, formative, and stealth assessment are often contrasted in the assessment literature. Summative assessment is a score (or set of scores) collected at some point in time for the purpose of measuring the overall performance or capability of an individual or team. A summative assessment may have practical consequences, such as personnel selection, job classification, certification, graduation, or promotion. Formative assessment is a score collected during learning or executing a task that is used as feedback to the learner or instructor. The feedback is designed to help the individual improve learning and performance during the learning process. Formative feedback is particularly important in intelligent tutoring systems, including the Generalized Intelligent Framework for Tutoring (GIFT), to improve the performance of teams or individual team members. The feedback can be directed to the team as a whole, to individual team members, or to subgroups. Stealth assessment also includes scores collected during learning or task execution, but explicit feedback on performance is not directly given to teams or individuals. Instead, the assessment guides the dynamic selection of pedagogical activities by the digital tutor without the team or individual being aware of the assessment. Stealth assessment is also part of the GIFT architecture.

The chapters in this section collect assessments throughout team activities by a fine-grained analysis of log files that record the stream of actions, events, processes, timing, self-reports, and sometimes physiological, neurophysiological, and emotional responses via sensing modules. The data may consist of open-ended behavior, such as verbal reports, answers to questions in natural language, conversational chat, collaborative interaction, and actions during problem solving. The raw data and derived measures are stored in a learning record store that continuously updates the learner model. The pedagogical module makes use of these data and adaptively computes appropriate pedagogical goals and tactics to improve learning and performance. These mechanisms follow the architecture of GIFT, but there is one important layer of additional complexity: The intelligent tutoring system needs to monitor, regulate, and provide feedback to the team, and sometimes subgroups, in addition to individuals.
The chapter by Stevens, Gorman, Zachary, Johnston, Dorneich, and Foltz, “How is the Team doing, and why?” describes a number of projects that collect multiple, semi-independent, decision-making components that contribute to system dynamics and that cover macro to micro time scales. One project measures team neurodynamics whereas others measure team communication and responses to feedback in an intervention. The sensory and communication data are rich so there needs to be ways to abstract, compress, and transform the data, sometimes by taking advantage of the natural redundancy in biological signals or communication patterns. The assessments need to be computed quickly on-line so that feedback can be given to team members in a timely manner.

The chapter by Sinatra, Kim, Johnston, and Sottilare, “Assessment of Team Performance in Psychomotor Domains” describes the processes, challenges, and potential solutions to assessing team performance in real time for psychomotor tasks. The authors specifically describe a military room clearing task, and discuss how it could be assessed in an intelligent tutoring system. Assessments required for team psychomotor tasks involve analyzing physical movement and physiological responses in order to compute the alignment of such data with a model of expert individual and team behavior. It is important to determine the unique sensors and technologies that need to be implemented in order to engage in assessments of both individual and team accomplishments in a psychomotor task.

The chapter by Goldberg, Nye, Lane, and Guadagnoli, “Team Assessment and Pedagogy as Informed by Sports Coaching and Assessment” also focuses on the psychomotor domain, with a focus on sports (football and baseball). They review the pedagogical insights about sports coaching and assessment from three sources: published reports on sports training, first-hand accounts of team training, and a review of measures of team performance. Feedback is central to a coach’s activity so the chapter identifies the different features, timing, and recipients of feedback. There are different roles of team members so team sports require coordinated interdependent activities and communication. The authors propose that a pedagogy for teams should be grounded in a situated understanding model.

The chapter by Zachary, Goldberg, and Hampton, “The Role of Context in Team Performance and Team Training” examines a theory of context understanding and considers how context contributes to team performance and assessment. Context is defined as a “cognitive process that is representation-centric, constructive, pervasive, and strongly interconnected with domain expertise.” Moreover, they argue that context can be framed and modeled as an explicit computational process to be carried out by computational devices, which would be essential for GIFT. Stories/narrative, situated awareness, perceptual features, and links to expertise are among the important considerations for team training in military domains, such as dismounted infantry and naval fleet air defense.

The chapter by Hu, Dowell, Cai, Graesser, Shi, Cockroft, and Shorter, “Constructing Individual Conversation Characteristics Curves (ICCC) for Interactive Intelligent Tutoring Environments (IITE)” proposes a computational model that assesses conversational interactions among agents (humans or computer avatars) in intelligent tutoring environments. The model builds on group communication analysis, a methodology for quantifying the discourse dynamics and sequential interactions between agents in multi-party interactions. The model automatically analyzes emergent roles of team members based on each member’s interaction profile (individual communication characteristic curves, based on semantic analysis and similarity). The profile has measures of each team member’s participation, responsivity, internal cohesion, social impact, newness of information in the conversation, and semantic density.
CHAPTER 8 – HOW IS THIS TEAM DOING, AND WHY?

Ron Stevens¹, Jamie Gorman², Wayne Zachary³, Joan Johnston⁴, Michael Dorneich⁵ & Peter Foltz⁶,⁷
The Learning Chameleon, Inc.¹, Georgia Institute of Technology², Starship Health Technologies, LLC³, U.S. Army Research Laboratory⁴, Iowa State University⁵, University of Colorado-Boulder⁶, Pearson Education⁷

Introduction

Team and unit effectiveness is the primary goal of many military, healthcare and organizational training programs. Numerous military training studies have produced detailed guidance on the importance of teamwork behaviors in performing complex, tactical combat tasks (Salas, Benishek, Coultas, et al., 2015). Meta-analyses and other literature reviews indicate a common core of teamwork behaviors that are agnostic to the type of combat tasks being performed (Salas et al., 2015). They include exchanging relevant combat-related information, using proper communication protocols, taking the initiative to provide information without being asked, providing situation updates, and correcting team mate errors.

Training research to improve these common teamwork behaviors has demonstrated that following a training exercise providing actionable feedback to teams about their behaviors reduces tactical errors (Salas, Diaz-Grandos, Klein, et al., 2008). For example, Smith-Jentsch, Cannon-Bowers, Tannenbaum & Salas (2008) demonstrated that Simulation-Based Team Training (SBTT) using After Action Review (AAR) protocols for team self-correction resulted in improving the quality and quantity of information passed among team members.

Much of this research has had to rely on subjective evaluations of voice communications, but there are considerable logistical problems (i.e., it is labor intensive and time consuming) for implementing in operational environments. Similar logistical arguments have limited extensive team performance assessment and AARs where best practice currently recommends spending two to three times longer debriefing compared to the actual time spent in the simulated scenario. A final problem is that the benefits of the enhanced AARs take time to accrue, and this time required is seen as an added burden for already heavily burdened training pipeline.

In response there have been increased calls for research to solve the logistical problem of implementing improved SBTT through the development of adaptive tutors (Gilbert, Slavina, Sinatra, et al., 2018; U.S. Army Human Dimension strategy). The tremendous advantage of adaptive tutors is they enable tailoring training to specific learning needs, enable assessing learning and performance in minutes vs. hours, can provide real-time scaffolding rather than waiting for post-scenario feedback, and over time, can be implemented iteratively to mitigate skill decay. However due to the costs and time required, team training research has been somewhat limited in the study of how teams change and develop over time, and how various interventions may be needed to accelerate development.

‘How is this team doing?’ is the most dynamic of the triad of questions ‘How did this team do?’ ‘How is this team doing?’ and, ‘How will this team do?’ which are each key elements for understanding how teams develop over time and how their learning can be supported through feedback, scaffolding and prediction. Answering these questions require dynamic assessments with a past to draw inferences from and a future to extrapolate to. The measures generated for answering these questions should be objective, quantitative, able to be compared across team members and teams, and applicable to a variety of tasks. For incorporation into an Intelligent Tutoring System (ITS), they would need to be generated in near real-time to support scaffolding while also being able to be accumulated into aggregated team and team member values for feedback across sessions.
We are still a way from these capabilities, but as illustrated in this chapter pathways forward are becoming visible that leverage increased sensor and analytic capabilities and point to realistic sequences of tool development. Such tools will support empirical quantitative comparisons across teams, tasks and experience and help uncover the cognitive interactions between team members with the evolving context. This will enable cognitively-informed task designs and accelerate the rates of team and team-member learning by focusing on the cognitively-relevant properties of performance.

Even with refined models of each team member and the team, the tools will still be limited by larger issues like team process and outcome. It is possible for each individual action of each individual of a team to be correct and for the team to coordinate according to standard policies and procedures, and still arrive at an unsatisfactory outcome. Such was the case with the USS Vincennes, which shot down a civilian airliner in the Persian Gulf in 1988 (see Cannon-Bowers and Salas, 1998). If all the processes were correct yet the outcome was very bad, what should the assessment be – was the team doing well or terribly? Conversely, a single action by a single individual in a team can lead to a very negative state for the mission. But if everyone else was doing well, and if the team adapted to the negative situation and resolved it, was the team doing well or poorly?

This chapter draws on the experiences of researchers with a diversity of experimental, and experiential understandings of teams. Our goal is to identify paths that might help shape our current thinking about teeming in ways that will enable more rapid and directed incorporation of feedback and scaffolding into team training activities, and eventually into ITS architectures.

A theme that runs through the projects described is how to extract information from multi semi-independent decision-making components who are all contributing to system dynamics and do so in ways that capture the variables that the system uses to tune itself across macro to micro scales. Ways are needed to reduce the dimensionality of the data by abstracting, compressing, transforming and taking advantage of the natural redundancy in biological signals. Specific representations or models need to be constructed to re-create or predict aspects of a (or multiple) teamwork tasks. The number of variables involved are difficult to imagine across the timescales of teamwork, and many of the variables coordinate locally and their primary activities are only weakly connected with to behaviorally-relevant functions.

Expert decision makers universally develop mental models of the external context and use them for relevant decision and action planning (Zachary, Rosoff, Read & Miller, 2013). This requires the assessment of abstract process or outcome measures in current mission context (and path by which it got there) and also the abstraction of the unit of behavior that must be observed and measured. This behavioral abstraction need increases the time scale of observation and assessment. For example, the Advanced Embedded Training Systems (AETS) was originally designed to capture individual keystrokes, eye movements, and word-by-word speech of each operator (Zachary, Canon-Bowers, Bilazarian, et al., 1999). It turned out, however, that these units needed to be aggregated into larger units, called High Level Actions (HLAs), that represented both an abstracted intention with a specific intended action in the mission space, in order to assess either abstracted process or abstracted outcome measures.

Such abstractions are currently derived by cognitive task analysis of domain experts, who generally agree on the how they talk about the problems space in functional terms. These are then built up (or more accurately decomposed down to) the various combinations of keystrokes, word and eye-movement when needed to get to an identifiable HLA. In other words, it is important therefore that the most strategic variables for the changing contexts are captured.

The following sections describe different ways that investigators have used compression, abstraction and transformation to move the evaluation of teamwork towards more granular models, and perhaps towards ones that will be more compatible with the real-time notion of scaffolding in an ITS.
Example 1. Team Neurodynamics

People rapidly develop organizations in a group setting, and these structures can be extracted through interaction networks using speech flow and interaction technologies (Gorman Dunbar, Grimm & Gipson, 2017; Fishbach, Gloor, Lassenius, Olguin, et al., 2009). Once established, these inter-personnel relationships tend to be stable (Flack, 2012) until the relationships are perturbed by external events or internal conflicts. They must then reorganize their thinking, roles and/or configurations into corrective structures more appropriate for the situation. The neurodynamic properties of these reorganizations are poorly understood. For instance how do different organizational states relate to the established stability of well-performing teams? What are the likely changes to the neurodynamics of the team, and each team member, that might occur following unexpected disturbances?

Neurodynamic organization is the tendency of team members to enter into prolonged (minutes) metastable neurodynamic relationships as they encounter and resolve disturbances to their rhythms. Neurodynamic organization is often determined by using electroencephalographic (EEG) signals. EEG is the recording of electrical activity of the brain at different regions along the scalp. The rhythmic patterns in the electrical oscillations from different brain regions contain signals representing complex facets of brain activity.

When modeling the neurodynamics of teams, the goal is to develop representation(s) that use EEG amplitudes (in µ-volts) of the team members as inputs and then export higher level representations of team organization. In order to contribute to an effective theory of teamwork the representation developed by any combination of abstraction, compression and transformation must not only link to the microscopic, but also help explain the macroscopic. Coarse-grained descriptions are ones where some of the system fine details have been smoothed over, and some of the information we had about the system is lost (Flack, 2012). The description however remains true to the underlying systems.

Ideally such representations could bridge across the micro, meso, and macro levels of team dynamics (Fiore, Smith-Jentsch, Salas, et al., 2010) in that the EEG amplitudes could be used in a downward manner to understand the theoretical basis for the micro-dynamics of social neuromarkers while the organizational units could be used in an upscale manner to link to behavioral markers that contribute to team learning (Sottilare, Burke, Salas, et al, 2017). In this way a composite physical-information hierarchy was constructed that spans Marr’s hierarchy of analysis with function and computation at the highest level, algorithms in the middle level, and biophysical substrate at the lower level (Marr, 1982).

During teamwork the rapid EEG oscillations that emerged on the scalp are transformed into symbolic data streams which provide historical details at a second-by-second resolution of how the team neurodynamically perceived the evolving task and how they adjusted their dynamics to compensate for, and anticipate new challenges. The first modeling step separated the EEG amplitudes of each team member each second into high, medium and low ranges. This resulted in a 500-fold data compression from the raw EEG signals that still maintained important functional characteristics (i.e. active processing vs inhibition of alpha waves), averaged over larger time scales. For ease of visualization, these high, medium and low amplitude categories were assigned the values 3, 1 and -1. Within limits, and depending on the questions being asked, these values could be used either numerically as indications of EEG power or symbolically as any other symbol collection. This results in a three-element vector. When histograms of these vectors were symbolically combined for the three team members, they created a three-histogram symbol representing the neurodynamic state of the team at that second. The values of the three histograms in Figure 1A indicate that at this second, team member 1 had below average EEG power levels, team member 2 had above average and team member 3 had average EEG power levels; so the vector for this neurodynamic symbol (NS) was -1, 3, 1. The possible combinations of three persons with three EEG amplitudes created a twenty-seven
symbol neurodynamic state space (NSS) that encompassed all of the possible team member-power combinations for the performance (Stevens et al, 2012). While developing the NSS, a topology was generated such that the symbols in the upper left corner (1-5, 10-14) represented times when most team members had low to average levels of EEG power, while the symbols on the right side and bottom row, numbers (9,18,24-27) represented times when most team members had above average power levels. Each NS in the symbolic state space therefore situates the EEG power levels of each team member in the context of the levels of the other team members and the context of the task. This assembly of the power levels of three persons into a single symbol further reduced the dimensionality by a factor of three.
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Figure 1. Neurodynamics of a healthcare team and their instructor. A) Composition of a Neurodynamic Symbol and a Neurodynamic Symbol Space. B) The segments highlight important sequences of events during a three-person training segment. C) The symbols (Y-axis) in the neurodynamic data stream of the team were sequentially plotted each second (X-axis). A quantitative profile of the variability in the symbol distribution over a time segment was obtained by calculating the entropy over a 60s moving window that was updated each second. The entropy represents the bits of information in the 1-40 Hz frequency bands of the P7 channel which had the lowest entropy during the training session. D) A similar entropy profile of the instructor observing the training.

The next processing step switched from dimension reduction to visualization where the structures in these symbolic data streams were revealed by sequentially plotting each symbol as it appeared in the sequence allowing changes in symbol expression to be linked with task events (Fig. 1B). An example of these dynamics are shown in Fig. 1C for a three-person healthcare team treating a simulated patient with a suspected drug-overdose.

In all teams studied the temporal distribution of symbols in the data streams has been non-uniform, with a limited subset of symbols being expressed for a minute or more, only to be replaced by another symbol subset when the task demands changed. These symbol concentrations produced local variations in the randomness, or entropy, of the neurodynamic data streams. Entropy is the average surprise of outcomes
sampled from a probability distribution or density. A density with low entropy means that, on average, the outcome is relatively predictable, while a system with higher entropy would be less predictable. Entropy is therefore a measure of uncertainty. In this way a quantitative and dynamic profile was constructed which can be reported with a 1s granularity for real time modeling, or aggregated over a performance for comparisons across teams (Stevens & Galloway, 2017).

As performances with submarine navigation teams were accumulated a trend emerged whereby more junior officer teams showed lower entropy levels than did experienced submarine crews. This resulted from more frequent entropy fluctuations of greater magnitude and duration (see Figure 2). A follow-up study compared the team ratings, conducted by third-party instructors, with levels of neurodynamic entropy during the simulation training (Stevens, Galloway, Lamb, Steed, Lamb, 2017). A positive correlation was seen such that the higher the team entropy levels, the higher the ratings, i.e. the less neurodynamically organized the team, the better they performed. This neurodynamic organization-performance relationship provides an opportunity for delivering both feedback to the team (i.e. aggregated entropy levels for the performance) and scaffolding to the team (via when they have entered a persistent period of neurodynamic organization).

Figure 2. Sample neurodynamic entropy profiles for (A) an experienced and (B) a novice submarine navigation team.

The symbolic neurodynamic modeling described for three-person teams can also be applied to each team member within a team by using the -1, 1, and 3 values symbolically and then calculating the temporal entropy changes. The maximum entropy for three-symbol systems becomes 1.58 bits as opposed to 4.76 bits for three-person teams. This allows direct quantitative comparisons of the individual neurodynamic organization of each person as well as the team as a whole.

Entropy, as measured by the changing distribution of symbols, is a measure of the organization and information in a system, but during teamwork, the entropy changes are over a large background of ‘noise’. To better analyze and visually represent the dynamics, the experimental entropy was subtracted from the maximum entropy (4.76 bits for twenty-seven symbols), which resulted in neurodynamic organization becoming a positive value. With the individual and team information both calculated in bits of information, quantitative comparisons became possible between team members as well as their individual contributions to the team. (Stevens & Galloway, 2017; Stevens, Galloway & Willemsen-Dunlap, 2017). This is the first time such quantitative comparisons have been able to be made between team members and the team during complex, natural team training.
A comparison of the neurodynamics of a healthcare team and of the three team members is shown in Fig. 3. One finding that was consistent across submarine navigation, healthcare and high school problem solving teams is that the team neurodynamic organization/information is similar, but not equal to the sum of the individual information. The difference lies in the information that is not unique to an individual, but is shared by one or more other teammates (Fig. 3C) (Stevens & Galloway, 2017; Stevens, Galloway & Willemsen-Dunlap, 2017). The dynamics of each of the individuals is often quite different from one another, which is consistent with the idea that they each are acting semi-autonomously as they perform their required task work. To the extent that increased neurodynamic organization of individuals occurs during periods of uncertainty, stress and other measures of increased attention (Stevens, Galloway, Willemsen-Dunlap and Halpin, 2017), the individual neurodynamics may provide places to insert scaffolding or feedback triggers.
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**Figure 3.** Quantitative comparison of team (A) and the individual (B) information of a three-person healthcare team. C. Sum of the shared information among the three team members.

**Example 2. The On-line and Long-Memory Measures of Communication**

To differing degrees, teams plan, think, decide, and act. Action-based teams coordinate across real-time perception-action links whereas decision-making teams coordinate across more cognitive, planning links.
(DeChurch & Mesmer-Magnus, 2010). Many military, industry, and medical teams employ a combination of action-based and decision-making coordination. In this context, team cognition is the cognition that happens while team members are coordinating and interacting (Cooke, Gorman, Myers, & Duran, 2013). In this section, we focus on the fundamental medium of team cognition, namely team communication (Cooke, Gorman, & Kiekel, 2008). Specifically, we focus on two aspects of team cognition from this viewpoint: (a) On-line team cognition as measured through the real-time communication response of a team to events in the team environments and (b) Long-memory in team cognition as measured through the coherence of team communication on timescales beyond the capacity limits of individual human memory. For both of these aspects, we suggest potential links to assessment and remediation for team ITS.

On-line team cognition is based on the idea that “intelligent” teams can generate an effective response to environmental change in real time. A team with good on-line team cognition can communicate to assess the current situation and produce a flexible and adaptive response to the changing environment. This often requires a generative response that is perhaps similar to, but not identical with, responses used in the past. Put differently, a team with good online team cognition can have consistent behavior in similar (routine) situations but is good at changing its actions rapidly and appropriately as the situation requires (i.e., in novel, non-routine situations). From this perspective, on-line team cognition can be assessed and remediated through real-time team communication analysis (Gorman, Hessler, Amazeen, et al., 2012; Grimm, Gorman, Stevens et al., 2017). In this way, on-line team cognition occurs in the Cognitive band within Newell’s timescales of human actions (Newell, 1990).
Figure 4. (a) Communication determinism (%DET) and root mean square error (RMSE) from the prediction model; (b) RMSE relative to a 99% confidence interval (green line) indicates a significant shift in communication (drop in %DET) in response to a fire in the OR (reprinted with permission from Gorman, Dunbar, Grimm, & Gipson, 2017).

Real-time communication analysis need not actually be performed as the team task unfolds, though it can be with the benefit of detecting changes and/or anomalies in team cognition in real time (Gorman et al., 2012). However, the essential feature of real-time, on-line team cognition is that we are measuring changes in team communication at sampling rate that is approximately the same as the characteristic timescale of team activity. Figure 4 shows a realtime analysis of team cognition in a simulated medical task (Stevens, Galloway, Gorman et al., 2016) sampled at 1 Hz, highlighting a significant environmental event (e.g., fire outbreak in the operating room), as measured by the predictability of their communication pattern over time (higher %DET corresponds to more predictable pattern). The graph of RMSE shows how quickly and adaptively the team responded to the event. The spike in RMSE corresponding to the fire indicates good on-line team cognition, whereas the spike just after the fire indicates a quick return to predictability. For team ITS, assessment of team communication at this timescale of analysis might provide guidance on the quality of on-line team cognition versus the need to remediate through interactive exercises aimed at quickly responding to and recovering from unexpected environmental events.
On relatively long timescales (days, weeks, months, years), team communication exhibits long-memory (Beran, 1994). In team cognition, long-memory is a systems-level memory that is not stored inside any individual team member that nevertheless informs team members’ ongoing interpretations and productions of communication behavior. Rather than manifesting in the individual, long-memory manifests in the history of communication interactions in a particular team task. An example is the use of navigation language in the submarine navigation task (Gorman, Dunbar, Martin et al., 2016). Navigation language is not contained in any one individual, but is distributed across team members as they simultaneously absorb the existing language and imbue it with their own idiosyncratic properties unique to their team. In turn, subsequent crews will inculcate their language and evolve it for their own use. In this way, submarine navigation language has its own long memory separate from any individual. Moreover, unlike common mechanisms of human memory, long-memory structures communication patterns among existing and new team members’ communication beyond the spans of human memory constraints.

Studies have demonstrated how long-memory develops in teams (see Gorman et al., 2017 for a review). In one study, Latent Semantic Analysis cosine (i.e., coherence or knowledge relatedness; Landauer, Foltz, & Laham, 1998) diminishes as the timescale (distance between utterances) was increased for different medical teams (these teams were described in a study by Stevens et al., 2016). The novice medical team had a shorter timescale of coherence (their communication had a “shorter memory” over about 15 utterances); by contrast, the experienced team had a longer timescale of coherence (their conversation had a “longer memory” over about 31 utterances). This between-team cross section demonstrates how long memory develops with experience. In another study by Gorman (2005), the LSA cosine method was used to show long-memory develops within uninhabited air vehicle (UAV) teams. Specifically, long-memory in UAV team communication increased over a series of missions.

Assessment Triggers: How do you know it is time to intervene?

Assuming that meaningful abstractions compressions and representations can be developed using comparable quantitative measurement scales, the next question is how to use them. Intelligent team tutoring systems (ITTS) must assess the current state of the team in real-time to best support learning. An ITTS, however, needs to decide when and where to intervene. Traditional ITS provide one-to-one feedback to enable learning by modifying instructional content, timing, and teaching strategies (Wenger, 1987; Murray, 2003; Koedinger & Tanner, 2013; Gilbert, Blessing, & Guo, 2015). Strategies include changing task difficulty (Harley, Lajoie, Frasson, & Hall, 2015), adjusting timing and difficulty of assessments (Arroyo, Woolf, Burelson et al., 2014), or providing additional examples and hints (Chaffar, Derbali, & Frasson, 2009; Woolf, Burleson, Arroyo et al, 2009).

In the domain of adaptive automation, assessments made in real-time have been referred to as triggering mechanisms, and form the basis of the assessment-intervention loop (Feigh, Dorneich, & Hayes, 2012). For instance, in traditional ITSSs, feedback to the user has been triggered by conditions such as task performances or actions that indicate a learner misconception. Triggers are based on information that can be sensed, observed, or modeled to develop an understanding of context. The ability to answer the question, “How is the team doing?” remains limited because of the difficulty in assessing context; for example, assessment methods have often relied on static task models and user performance to gauge learner state indirectly. If an ITTS decides to intervene in the learning process, it will need triggers to identify when to engage an intervention, how long an intervention should persist, and when to disengage the intervention.

The field of adaptive automation provides a taxonomy (Feigh et al., 2012) that can be modified to classify ITTS assessment triggers into six broad categories: learner, system, environment, task, spatiotemporal, and contextual.
**Learner-based triggers**

ITS interventions can be triggered by the learner directly or by a system assessment of the learner state. Learner-based triggers can consist of both active and passive assessments. The system could simply ask the learner for their current state. The “current state” of the learner could be the state of the team and individual knowledge, skill, emotions, or physical state. More typically, traditional ITSs employ a range of assessment techniques to measure the current state of the learner. This could be through performance on the task, looking for the presence of absence of expected behaviors, or other observable demonstrations of understanding.

**System-based triggers**

Current or predicted states of the system can be used to trigger interventions. System-state triggers can consist of a system model that can include its structure, modes, internal states, anticipated future states, and range of potential actions (Feigh et al., 2012). For instance, a teaching progression may be in one of several modes (training, practice, test). Each mode may correspond to a set of specific system behaviors (Johnson, 1990).

**Environment-based triggers**

States of the environment or events external to the learner and the system can be used to trigger interventions. Environment-based triggers represent the relevant aspects of the world outside the immediate system and operator. In a team tutor-based training, this might include ambient conditions (e.g. light level) or external events that occur in the environment.

**Task- and goal-based triggers**

A learning session is typically composed of a coherent set of goals and sub-goals and accomplished by a set of tasks. Triggers can be based on task state or goal state. Goal-based triggers could be assessed by comparing current actions to expected actions based on a knowledge of the learning goals of the training. Learning may take place in phases, where one phase builds upon the previous one, forming a plan that can be used as the baseline for an assessment of progress through the training. Task state is the initialization, progress, and completion of tasks.

**Spatiotemporal triggers**

Both time and location can be used as adaptation triggers. Time-based triggers in ITS may be as straightforward as completion of the task in the allotted time. Location triggers can use absolute or relative locations to trigger interventions.

**Contextual triggers**

Patterns of information involving objects, concepts, and relationships across space and time can represent context-cues that can trigger ITTS interventions. Contextual triggers in an ITTS indicate places in the evolution of problem where multiple dimensions of past and present information are combined to form a context cue to which one or more team members should detect and respond. Contextual triggers identify opportunities to assess whether an important context pattern has been detected (based on recognitional learning) and translated into appropriate action (based on decision learning).
Example 3. Feedback-generated enhancement of team knowledge

The final example approaches the question ‘How is this team doing?’ starting with the assumption that an intervention has been developed that is delivered by a triggering process. An important question is how long instructors need to wait to determine if the intervention is having an effect?

Grand, Braun, Kuljamin, Kozolowski & Chao (2016) recently reported results from their study of the dynamic team cognition processes that take place within and between individuals to generate and sustain team knowledge. The study collected behaviors that related to learning the team task and sharing information about it, and examined the emergence of team knowledge outcomes. An experiment was conducted with 263 3-person teams in which they participated in a computer simulation of a naval task for crisis relief. Each team participated in a 2 hour session that included task training familiarization and then twelve 8-minute trials of task performance. The task had team members post their communications on an electronic information board they shared with other team members. While team members had some knowledge overlap, no team member could complete the task without sharing information with the others. Experimental condition teams were given 10 different types of automated visual prompts (contextualized guidance) that were triggered by behavioral errors or inefficiencies detected by the simulator. The display prompts were started at the third trial and provided feedback and recommendations to individual members for improving their performance (e.g., feedback on an incorrect post was triggered when a member posted information to the shared board that did not exist). Display prompts were stopped at trial 10. A log file containing every task relevant behavior performed by each individual was recorded for all trials. Team knowledge emergence was determined from behaviors that were automatically categorized and timestamped, making it possible to track when, what and how knowledge was being acquired and distributed during each trial.

Results showed that the experimental teams were more efficient at generating collectively held knowledge compared to control condition teams. A large portion of knowledge in the control condition teams was not shared because of inefficient communication processes that prevented information from reaching all three members. To explain this, Grand et al. found that experimental condition teams achieved total team knowledge coverage earlier than the control condition team. The control condition information exchanges flattened out at about the halfway point in the trials, whereas the experimental condition information exchanges continued to increase. However, it wasn’t until the 9th trial that the experimental condition’s information exchanges were significantly greater in number than the control condition exchanges. Grand et al concluded that when teams need to rapidly build knowledge, even a single member who cannot keep up with the team can slow the dissemination and accumulation of collectively held knowledge. Grand et al recommended that for teams with a commonly shared goal and whose members are specialized, every effort should be made to promote knowledge sharing by all individuals as early and often as possible.

These results have positive implications for team tutor development. First, as long as information exchange processes for accomplishing the team task are the target, scaffolding can target individual team members with feedback during the task. Second, since improved performance in the Grand et al study was achieved within 9 trials (about 72 minutes), training simulation scenarios could potentially be segmented in such a way to achieve learning objectives much more quickly using a scaffolding approach than the typical 4 to 6 hour approach using post scenario AARs.

Conclusions and Recommendations for FUTURE research

As illustrated in this chapter there are many challenges to developing practical implementations to answer the question posed in this chapter. These challenges arise from the need to accurately perceive the team’s cognitive state and to project forward to what the team will need given the evolving context of the task. Our ability to provide rapid and effective feedback during team training therefore depends on how well
we can make sense of the parallel and complex information streams that are increasingly being generated about the team, team members and the environment. Another challenge is the lack of practical examples showing what the interactions would be between commonly described team behaviors and the underlying microdynamics of cognition. This last section describes first efforts at developing such practical models by providing evidence for neurodynamic and speech entrainment during simulation debriefings (Stevens, Willemsen-Dunlap, Gorman, et al., 2018).

Neural and Speech Entrainment during After Action Reviews

The scenario part of simulation training has received the most attention as it is here the planning and action phases of experiential learning occur. There have been fewer studies examining team dynamics during the debriefing. It is in this training segment that team members are supported by facilitators in developing a reflective understanding of their own and the team’s performance (Fanning & Gaba, 2007; Husebo, Dieckman, Rystedt, et al., 2013).

There is general agreement that some form of structure is needed during the debriefing process, but aside for general guidance for sequencing topics (Sawyer, & Deering, 2013; Cheng, Morse, Rudolph, Arab, Runnacles & Eppich, 2016) there have been few examples of what that structure looks like from the behavioral, communication and neural perspectives. There is a sense in the research community that more dynamic models and theories of debriefing are needed (Fanning & Gaba, 2007; Bowe, Johnson & Puscas, 2017). As described earlier, neurodynamic and communication models might help bridge this gap by showing how information is passed across systems and temporal scales.

As described previously (Stevens & Galloway, 2017; Stevens, Galloway & Willemsen Dunlap, 2017), the neurodynamic organizations of teams can be decomposed into the neurodynamic organizations of each team members plus the information that is shared among team members. This allows comparisons to be made between the different topic discussions (macro-scale dynamics) speech determinism (meso-scale dynamics) and individual and team neurodynamic organizations (micro-scale dynamics) during the debriefing.

In the example shown in Fig.5B there were five major discussion topics during the debriefing: 1) Why was the patient experiencing seizure? 2) The possibility of obstructions during intubation; 3) Relating stories of the use of anesthesia in the operating room; 4) Team situation awareness; and, 5) Fidelity of the simulation / room setting. Within each of these segments there was increased %DET suggesting coherence between speech dynamics and the structure of event discussions. There were also periods of elevated team neurodynamic organization within each segment resulting in a positive correlation between %DET and team NO ($r = .48$, $p < .005$) (Fig. 5C). The positive correlation indicates that team neurodynamic organization was greatest when few team members were speaking.
Figure 5. Multi-modal dynamics of a team debriefing event. A) This plots the second-by-second speech of each member of the team. B) This shows the % determinism of the speech. C) The five main discussion topics are shown along with the profile of the team neurodynamics. D) The individual neurodynamics of the Anesthesiologist (AN), Circulating Nurse (CN), and Scrub Nurse (SN) are plotted in red, blue and green respectively. The correlations of the individual and team neurodynamic data streams with the % DET are shown to the right.

Each team member showed different levels of neurodynamic organization during the discussion topics (Fig. 5D). For instance the Anesthesiologist (AN) showed little NO except during the Situation Awareness discussion (~2400s) while the Circulating Nurse (CN) and the Scrub Nurse (SN) had earlier periods of NO as well as at this time. The neurodynamic organization of each of the team members (Fig. 5D) were moderately correlated with %DET.

These data illustrate how representations like neurodynamic and communication organization can be flexibly used to visualize the structures during debriefing and develop a better understanding of what different information means in the context of teamwork. The quantitative nature of these organization-information analyses will allow direct comparisons between teams and different debriefing protocols; i.e. self-debrief, facilitated, video review, co-debriefing, etc. which will provide guidance for how debriefings can best be included in the GIFT environment.

It is tempting to speculate that in five years or so adaptive agents integrated into the GIFT platform will be periodically asking the question “How is this team doing?” and synthesizing answers using libraries containing the temporal dynamics of neural, physiological, speech characteristics of teams, team members and contextual cues based on examples like the one shown in Fig. 5.

The development pathway toward these agents will most likely begin using only dynamical changes in measures like %DET that might be associated with the emergence of leadership (Gorman et al, 2017), or neurodynamic entropy decreases associated with team stress and uncertainty (Stevens & Galloway, 2015;
2017). The usefulness of the dynamics is illustrated in Fig. 6 which annotates the team neurodynamic entropy profile shown in Fig. 1. The three major structures for assessment are the Magnitude (Fig. 6A), Duration (Fig. 6B) and Frequency (Fig. 6C) of the decreases in entropy. The fewer, shorter and smaller entropy decreases there are during simulation training the better the team performance (Stevens, Galloway, Lamb, Steed, Lamb, 2017; Stevens & Galloway, 2017). The idea is that experienced teams dwell less on details of team taskwork, and communicate situation understanding more rapidly than less efficient teams.

**B. Duration**

![Figure 6. Dynamical features of neurodynamic entropy fluctuations (Stevens & Galloway, 2015).](image)

An interesting feature of neurodynamic entropy decreases is that their magnitude is often proportional to the duration of the decrease suggesting it may be possible to predict how long the team will remain in a highly organized state from the magnitude of the entropy decrease. While this figure illustrates dynamical metrics for team neurodynamic organizations, it would equally apply to the %DET dynamics or heart rate variability, or most other data stream dynamics that have an information-organization basis.

Setting assessment triggers to different change magnitudes, durations and frequencies would be one pathway for insertion of team dynamics into the GIFT environment. More advanced triggers are also possible and would likely be based around the structural bases responsible for the dynamical traces, whether they be the dynamics resulting from structures associated with EEG frequency / sensor combinations, or enhanced %DET measures based on semantic subsets of words. Here the involvement of phenomena like entrainment will be an important supporting component as entrainments represent repeating and persistent structures with possible memory components. These structures within the neurodynamic and communication data streams may be useful therefore for longer-term prediction of team function.
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Anne M. Sinatra¹, Jong W. Kim¹,², Joan H. Johnston¹, Robert A. Sottilare¹
US Army Research Laboratory¹; Oak Ridge Associated Universities²

Introduction

Implementing team tutoring functionality in a domain-independent intelligent tutoring system framework is a difficult challenge. There needs to be considerations that go into keeping the authoring tools and features that are available as flexible as possible because they will be used in many different domains or topic areas. Some domains may have more traditional computer based instruction. However, there are many others that require physical motions or manipulation of objects. Therefore, there needs to be planning to have sensors and mechanisms for measuring the actions that are taken by an individual in a psychomotor task in order to be able to tutor them. However, input and measurements are not the only considerations, there also has to be a plan in place about how information will be provided to the individual (e.g., through a mobile device, through audio, through a computer present in the room with them). While some of the details and considerations of an individual psychomotor task has been previously discussed (Kim, Sottilare, Goodwin & Hu, 2017), the current chapter goes one step further into the area of team psychomotor tutoring. Every challenge that existed with individual psychomotor tutoring not only still exists in the team version, but there are now many more. There are many types of teams, skills, roles, and configurations that need to be taken into account. The division of teamwork and taskwork needs to be thought through, and assessment and feedback now is at two levels: the individual and the team. Additionally, team feedback is more than just adding together individual feedback. The approach to grading team performance is going to be highly dependent on the characteristics of the domain, and the configurations of the teams. Further, there are technological challenges that involve not only having multiple computers communicate with each other to gauge what the team is doing, but also dealing with the coordination of team sensors and the real-time processing of data from multiple learners at the same time.

The current chapter discusses the challenges and goals associated with developing psychomotor tutors for teams. The discussion is framed in terms of the development of the flexible domain-independent intelligent tutoring system framework, the Generalized Intelligent Framework for Tutoring (GIFT). GIFT has been used to create tutors in individual psychomotor domains such as marksmanship (Goldberg & Amburn, 2015; Goldberg, Amburn, Ragusa & Chen, 2017) and golfing (Kim, Dancy, Goldberg & Sottilare, 2017). Further, team tutoring has been demonstrated in GIFT in a computer-based game task (Bonner et al., 2016; Gilbert et al., 2017). Many considerations go into the design process to ensure that GIFT can support not only team tutoring, but team tutoring in different domains, configurations, and types of tasks (e.g., computer-based, psychomotor). In this chapter we discuss the measures needed to assess performance in team tasks, methods associated with psychomotor team assessment, and ideas that should be taken into consideration as team tutoring elements continue to be incorporated into GIFT. In order to highlight the complexity that is involved in individual domains, we discuss the psychomotor task of room clearing and the requirements of a tutor for this domain.

Team Tutoring in GIFT

GIFT is a domain-independent framework for creating intelligent tutoring systems (Sottilare, Brawner, Sinatra & Johnston, 2017). It includes tools that allow individuals without a background in computer science to create adaptive tutoring courses. A subject matter expert (SME) can bring his or her own existing instructional materials and develop tutors and assessments. Traditional intelligent tutoring systems have a
learner module, pedagogical module, domain module, and tutor-user interface (Sottilare, Graesser, Hu & Holden, 2013). Traditionally, information about the learner and his or her performance is in the learner model and module. The pedagogical model and module stores strategies that can be implemented based on performance. The domain model and module stores information that is specific to the domain that is being instructed, whereas the tutor-user interface allows the learner to interact with the system. GIFT contains these components, but it additionally has a sensor module and a gateway module. The sensor module allows for sensor data to be processed and to influence the performance of the learner in the system. The gateway module allows the GIFT software to communicate with external programs or simulations, such as Virtual Battlespace 3 or PowerPoint. Since GIFT is domain independent, the only domain dependent content that exists is within the domain module. This allows for reuse of the other modules and configurations.

In the current state, GIFT is configured to create tutors for individual learners. One of the ultimate goals of GIFT is to be able to author and provide team tutoring. Initial theoretical work has been completed to move GIFT toward this goal (Sottilare, Burke, Salas, Sinatra, Johnston & Gilbert, 2017). Team tutoring scenarios have initially been implemented in GIFT (Gilbert et al., 2017), and work continues to be completed in order to further expand the team functionality (McCormack, Kilcullen, Sinatra, Brown, & Beaubien, in press), and ultimately the GIFT architecture. While computer-based team tutoring is a goal in the evolution of GIFT, it is also important to be able to provide a tutor for psychomotor tasks that require movement in a real world environment.

**Psychomotor Domain: Room Clearing Task**

A team’s execution of coordinated movement is critical to completing complex tasks in such high performing environments as military missions, team sports, commercial aviation, and medical care. Individual psychomotor skills are critical to performing these coordinated moves, but excellent individual performance may not mitigate the poor performance of an entire team. Conversely, an entire team can perform very well even with a couple of low performers. This is because successful team performance is contingent on team members having a shared understanding of the team task. Team members should understand their roles in performing the task, how individual poor performance affects the entire team’s performance, and how good team coordination can compensate for an individual team member’s poor performance (Salas, Benishek, Coultas, et al., 2015).

A guiding principle of effective team training is to ensure individual skills are developed first, then train and develop team task work skills before developing teamwork skills (Salas et al., 2015). Team members need to understand and know how to perform expected task-based behaviors before they can understand how teamwork skills are critical to performing the task.

Conducting effective team training involves planning, training development and implementation, and scenario adaptation. The planning phase first involves identifying skills requirements using an organization’s bona fide mission task list. Team skills requirements are used to identify learning requirements, training objectives, and simulation training strategies and technologies.

The next step involves conducting an Event Based Approach to Training (EBAT) (Salas et al., 2015). The EBAT method develops simulation scenarios with critical events that focus on developing the identified skills in the learning objectives. The approach is to first create a scenario set to develop single team skill areas. The next step is establishing team skill proficiency levels and using this information to create assessment tools, such as a behavioral checklists, for the team process behaviors (physical actions and communications) that represent the skills that are expected to occur during the pre-identified critical scenario events.
During the training phase, observers/instructors assess the team’s performance on the skills throughout the simulation scenario. Then this information is processed and used during the after action review (AAR). The AAR is conducted with a form of tutorial dialog called “team self-correction” in which instructors facilitate members in discussing the impact of their process behaviors (actions) on mission success.

During the adaptation phase, team outcome measures are developed and used to set goals for the next training session. Teams may be required to repeat the same scenario if they do not meet the minimal proficiency requirements. When teams meet the minimum proficiency, then scenarios are modified to train new skill areas, or are made more complex to focus on skills integration. Training scenarios are strategically designed to enable teams to systematically build capacity to simultaneously execute the skills together. This can involve gradually increasing typical scenario task stressors (e.g., workload and time pressure), which provides the opportunity for teams to learn how to effectively employ their complete skillset. The AAR is then used to review and improve on integrating the multiple skill areas.

In this chapter we employ a use case analysis to illustrate how to identify psychomotor skills requirements at the team level and recommend team performance assessments. We then discuss the implications of these methods to provide recommendations on how the GIFT environment can support adaptive team training.

Military tasks involve performing specific Tactics, Techniques and Procedures (TTPs) through physical maneuvers and communications that enable effective tactics execution. They are comprised of four main competency areas: tactical maneuver, decision making, teamwork, and resilience. A good example of a common military task that relies heavily on team member psychomotor skills is “room clearing” (U.S. Department of the Army, 10 June 2011, Army Tactics, Techniques and Procedures – ATTP 3-06.11). It involves seizing control of a room and its inhabitants (both hostile and other) by rapidly and methodically eliminating the enemy, dominating the room, and controlling the situation. The five task segments are: 1) Prepare to Enter, 2) Enter the Room, 3) Clear the Room, 4) Secure the Room, and 5) Completion. The ATTP 3-06.11 indicates that for the mission to be effective, teams must effectively perform coordinated maneuvers and team communications in order to enable rapid identification and engagement of threats according to the rules of engagement, and to provide a safe haven for other non-threat personnel.

To illustrate, we focus on the “Clear the Room” task segment which involves a dismounted squad’s fire team entering a room quickly and moving immediately to a point of domination (POD). While individual performance is critical to completing this task, task success – room domination – can only be achieved by the team. It is a continuous, coordinated, and efficient movement of all four members; they do not stop until reaching their respective POD. The two types of room clearing techniques are the “opposing corner” technique (used when Soldiers are experienced and the team has worked together) and the “strong wall technique” (used when Soldiers are inexperienced, integrating new team members, or when working with developing foreign forces) (see Figure 1, steps 1 through 8).

For this illustration, we elaborate on the “strong wall technique.” Figure 1, steps 1 through 8, shows the action sequence with arrows. One at a time, each Soldier enters the room and then turns, moves and scans their weapon in their designated sector, and moves to their respective POD with their back against the wall through which they had entered, and continuing to scan their sector.
Figure 1. Eight Steps Illustrating the Strong Wall Technique for Room Clearing.

Step 1: Soldier 1 enters the room.

Step 2: Soldier 1 turns to the right, scanning her sector, while Soldier 2 enters the room.

Step 3: Soldier 1 moves to her POD in the lower right corner of the room, Soldier 2 has turned to the left and scans his sector, and Soldier 3 has entered the room.

Step 4: Soldier 1 has moved to her POD location and continues to scan her sector, Soldier 2 has moved toward his POD, Soldier 3 has turned right and is scanning his sector, and Soldier 4 has entered the room.
Step 5: Soldier 1 is established at the POD with her back to the wall and continues scanning. Soldier 2 has reached his POD location, Soldier 3 has moved toward the POD location and Soldier 4 has moved toward his POD location.

Step 6: Soldier 2 is established at his POD location. Soldier 3 has almost reached completion. Soldier 4 has reached his POD location and continues scanning.

Step 7: All Soldiers are positioned at their PODs as they continue to scan their sectors.

Step 8: The Soldiers have completed the Strong Wall configuration and continue scanning their sectors.

The development of a scoring rubric for a team task is essential, and needs to consider both the individual performance, and the performance of the team. The actions taken to enter the room by different Soldiers can be scored to assess performance. Table 1 is an example scoring sheet that summarizes these actions as good team performance in room clearing, for the four Soldiers (each row represents a different soldier) and for the different parts of the task (each column is a different step in the task). Soldier scores are in the far right column whereas Squad scores for each move in steps 1 through 8 are listed along the bottom row. While Table 1 portrays the ideal expert team performance for execution of room clearing, Table 2 illustrates poor execution and performance. The green fill in Tables 1 and 2 indicates that the Soldiers and Squads completed their actions correctly. However, in Table 2 the percentage of correct turns quickly degrades showing how poor Soldier performance (shown in yellow) at the beginning of the task can quickly propagate through the entire squad.

Table 1: Good Team Performance

<table>
<thead>
<tr>
<th>Soldier</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>Soldier Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Enters</td>
<td>Turns</td>
<td>Moves</td>
<td>Moves/Scans</td>
<td>POD</td>
<td>POD</td>
<td>POD</td>
<td>POD/Scan</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>Enters</td>
<td>Turns</td>
<td>Moves</td>
<td>Moves/Scans</td>
<td>POD</td>
<td>POD</td>
<td>POD</td>
<td>POD/Scan</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>Enters</td>
<td>Turns</td>
<td>Moves</td>
<td>Moves/Scans</td>
<td>POD</td>
<td>POD</td>
<td>POD</td>
<td>POD/Scan</td>
<td>100</td>
</tr>
<tr>
<td>4</td>
<td>Enters</td>
<td>Turns</td>
<td>Moves</td>
<td>Moves/Scans</td>
<td>POD</td>
<td>POD</td>
<td>POD</td>
<td>POD/Scan</td>
<td>100</td>
</tr>
<tr>
<td>Squad Scores</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td>100</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Poor Team Performance

<table>
<thead>
<tr>
<th>Soldier</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>Soldier Scores</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Enters</td>
<td>Turns</td>
<td>Moves</td>
<td>Moves/Scans</td>
<td>POD</td>
<td>POD</td>
<td>POD</td>
<td>POD/Scan</td>
<td>60</td>
</tr>
<tr>
<td>2</td>
<td>Enters</td>
<td>Moves</td>
<td>Moves</td>
<td>Moves</td>
<td>Turns</td>
<td>Moves</td>
<td>Stops</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>Enters</td>
<td>Moves</td>
<td>Turns</td>
<td>Moves</td>
<td>Moves</td>
<td>Moves</td>
<td>Stops</td>
<td>20</td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>Enters</td>
<td>Turns</td>
<td>Moves</td>
<td>Moves/Scans</td>
<td>POD</td>
<td>POD</td>
<td>POD</td>
<td>POD/Scan</td>
<td>20</td>
</tr>
<tr>
<td>Squad Scores</td>
<td>100</td>
<td>100</td>
<td>66</td>
<td>25</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>
Developing a scoring rubric such as the ones in Tables 1 and 2 requires a full understanding of the task, and will require training individuals who will observe the behavior of the team and grade them in real time. Quantifying these actions and getting multiple observers to agree on ratings is difficult, but eventually they are able to learn and understand the task. When using computer-based training there are additional challenges. While a human observer can automatically see what is going on and make judgments, in a computer there needs to be sensors that tell the system what the team members are doing. These sensors need to be carefully selected to ensure that the information that is needed to assess performance is being collected. Assessment rules need to be written for each of the actions that need to be taken, and real-time processing needs to occur by the system to determine if the team members are performing as expected. In addition to writing the rules for the individuals and the teams, sensors often output large amounts of data that need to be processed in real-time. There are also additional technological challenges that relate to ensuring that the data between team members is synchronized and can be assessed at the same time.

**Initial Measures and Sensors Required to Assess a Room Clearing Task**

In order for an intelligent tutor to assess performance during a room clearing scenario, there will need to be a mechanism for tracking the physical location and movements of the team members, and to see the result of their actions. A cellular phone that includes GPS and an accelerometer may be useful as not only a sensor input to the system, but also as a way to provide individualized feedback to the team based on their behaviors. If there is a message that needs to go out to the team member it can be received on their specific phone. Further, even if performance is only being tracked on the overall level, an AAR can be provided through this means. In order to assess performance in the specific task of room clearing, it will be necessary to know the location and orientation of each team member, and the actions that he or she are taking. If the training was occurring in a computer based simulation this information would be captured through actions on a mouse or key pushes. In a live psychomotor situation, this information will need to occur through sensor inputs, and the use of a glasses based eye tracker may be advantageous. If a sensor could additionally be placed on the glasses to determine which way the individuals’ gaze is aimed, it will also provide information that can be used for assessment. The communications that the team members engage in during the session can be used for assessment, and the recording/process of it can be facilitated by having the team members wear headsets. This will allow for the information to be recorded and either processed for content in real time using natural language processing, or after the fact. After all of the sensors, tools, and assessment methods are determined for a tutor, work will need to be completed to make sure that the intelligent tutoring system is able to process the data appropriately and provide relevant feedback and assessments. In general, there are a number of different types of team performance assessments that can occur during a tutoring session. The next section provides initial thoughts about methods for assessing team performance in a psychomotor tutor.

**Methods for Assessing Team Task Performance in Psychomotor Domains**

Methods of team performance assessment can be generally viewed as qualitative/quantitative, natural/simulated, and summative/formative. Such methods could include using behavioral markers, self-assessment, an event-based (or a scenario-based) assessment, or observations by an expert. An expert instructor would observe a team engaging in taskwork, and make qualitative notes or likert-type ratings on a score card like the one in Tables 1 and 2. A scenario-based assessment would occur in a natural environment, which is an actual real place, such as conducting the room clearing training in an actual building with multiple rooms. This mockup training can be also executed in a simulated environment, which either replicates a real setting or an approximation of one. This methodology can be viewed from the perspectives of a summative and formative assessment. In a summative assessment, team performance is measured after the team finishes a
particular unit of the training course. In a formative assessment, performance is measured while the trainees are being instructed and their skill development progress is being evaluated.

In the case of room clearing, it could occur in a natural environment, such as a real room, and require that the learners engaging in the training are instrumented with different sensors. Sensors can include accelerometers and GPS, such that information about the movements of the learners can be tracked. The behaviors and performance of the individuals can be tracked, and then used to determine if performance changes over time for the team members. Additionally, the score cards in Tables 1 and 2 would need to be operationalized within the tutoring system, such that performance could be assessed.

An overarching goal in team performance assessment is to evaluate performance change by team members. Performance change, in general, can be assessed by comparing scores from the pre- and post-test in a summative or formative assessment. For instance, in the domain model, all the content and information needed for the tutor can be defined, and the learner model can include measures of the relevant learner characteristics for the specific domain. If the number of knowledge components in the domain model is considerably large, measuring performance by assessment from each knowledge component (and from each team member) would be a challenge because it may not be feasible to isolate the effect of each knowledge component (Martin, Mitrovic, Koedinger, Mathan, 2011).

An alternative way is to assess performance change in a time series manner; a learning curve can be used to assess performance. In Industry, the observed performance change in productivity has been treated as a consequence of growing storage of knowledge, and it is referred to as a learning curve. In Psychology, there has been a considerable amount of research on investigating learning and retention to identify empirical regularities in behavior and to test a theory with that empirical data (Anderson, Fincham, & Douglass, 1999; Card, English & Burr, 1978; Heathcote, Brown & Mewhort, 2000; Newell & Rosenbloom, 1981; Seibel, 1963). The learning curve can be mathematically expressed as in equation 1:

$$y = ax^{-b}$$  

(1)

In the mathematical form of equations 1 and 2, $a$ indicates a constant for the range of learning, and $b$ indicates the rates of learning (ranging from 0 to 1). If it is closer to 1, it means the learning is fast or very adaptive. The term, $x$, refers to the number of practice trials. It is a log linear model. It can be considered as the most common and simplest mathematical formula. This equation can be estimated using the ordinary least squares method, whereas the logarithmic transformation of the equation allows regression analysis using the least-squares criterion as seen in equation 2:

$$\ln(y) = \ln(a) - bln(x) + e$$  

(2)

It would be worthwhile applying this assessment approach (e.g., the learning curve) for individual assessment to an assessment approach for team members. The time to complete a task, the amount of errors during the performance, and the number of times that the learner uses hints while answering a question can all be the parameters for the equation. Using such parameters, we can plot performance change over the practice trials (by seconds, minutes, days, or months).

In the room clearing example, a team is comprised of a number of individuals. Each individual team member has a different role to take during a sequence of training scenarios. A correct and precise assessment for the team psychomotor performance necessitates an understanding of physical states, physiological states, and cognitive states. These factors would pose significant challenges in collecting behavioral data, assessing the alignment of those behaviors with a model of expert/individual and team behavior, and visualizing performance change for improved learning analytics. Ultimately, the goal is to assess the rate of progress toward the learning and performance objectives from the team perspective.
Performance Assessment Methods from an Individual to a Team

In a precision-required psychomotor task (e.g., rifle marksmanship), a breath control skill (e.g., slow breathing) can be considered as an assessment measure of performance. Other precision-required psychomotor tasks include golf putting, dart throwing, free throw, and archery. It has been reported that breath control skill training would lessen adverse effects caused by stress (Bouchard et al., 2012). A biosensor (such as BioHarness™) can be used to measure the differential size of the expansion and contraction of the thoracic cavity, and to assess a specific breath control technique during the task (Goldberg et al., 2017). A physiologically cognitive model in ACT-R/Φ has been proposed to provide a theoretical account of the relationship among physical, physiological, and cognitive factors, and to predict performance. The assumption is that a breath control skill (e.g., slow breathing) can delink memory from physiological arousal and affect physical and cognitive processes in the stages of learning (Kim, Dancy, & Sottilare, in press; Dancy & Kim, in press).

For the room clearing example, a BioHarness™ can provide information about whether the team members are using the appropriate technique to maximize their performance during the task. Also, several in-built smartphone sensors are useful to measure motions (e.g., acceleration by x, y, z axes). Other sensors (e.g., barometer, gyroscope, GPS) can be also used to evaluate performance (e.g., move, walk, crawl). Static and dynamic acceleration values can be used to classify and cluster animal behaviors, i.e., walking, sitting, preying, resting, and so on (Fehlmann et al., 2017). The output from all of these sensors needs to be synchronized into a timestamped data set for an improved learning analytics and adaptive instructions (e.g., Ocumpaugh et al., 2015).

It is now necessary to consider assessment for a squad so there are multiple users with multiple sensors. The individual performance assessment can be applied to an assessment of team performance in the aforementioned room clearing case. When a dismounted squad team enters a room quickly, moves to a point of domination (PoD), and performs a given mission, the team’s physiological states (i.e., heart rate and respiratory rate) would affect the cognitive and physical performance.

Team tactical breathing can be taught in a GIFT course and performance can be assessed by sensor integration. The team members can be equipped with a BioHarness™ as a respiratory measure and other sensors as a cognitive or physical measure. Tactical breathing is useful to improve precision and accuracy in a psychomotor task (e.g., rifle marksmanship). These measures are useful to determine the state of the individual learners and of the team members. It is important to understand how team members develop psychomotor skills from a novice to an expert. An unobtrusive assessment is important to assess the rate of progress toward the learning goal and the development of psychomotor skills. It is also necessary to understand how individual accomplishments can support team objectives. The Domain Module in GIFT has a configuration that is called Domain Knowledge File (DKF). For assessment of a team, the GIFT architecture can allow multiple DKFs simultaneously to assess the team performance (for more information, see the chapter by Brawner, Sinatra, & Gilbert, in press).

Challenges in Applying Methods to Assess Team Task Performance in Psychomotor Domains

Providing a construct of team performance measurement is essential to better understand a team. It would be a challenge since assessment can be context specific (e.g., a resuscitation task by a medical team in an emergency room), and therefore, the basic elements for assessment including team communication, collaboration within a team, roles & responsibilities, team conflicts management, would be necessary for such construct (Marriage & Kinnear, 2016). It is important to consider how measures and methods can be administered effectively, and to provide a rationale for the instantiation of training principles in adaptive training systems.
One way to handle the varying domains and tasks is to create a formal generalized model which is a theory-based assumption and hypothesis describing team performance. The models should be precisely developed and altered to the dynamic demands of a given task and situation (Pew & Mavor, 1998). Thus, the methodology for the team performance assessment should include: (a) the model that can computationally and predictably describe the rich spectrum of team learning and performance, and (b) the empirical data that is collected from the field and laboratory, and (c) the training application (e.g., an adaptive instructional system) to which researchers apply scientific theories for further test and evaluation. A more collective computational model that can represent team performance and teamwork is worth exploring, which can advance the tools for assessment.

**Current State of Team Tutoring in GIFT and Considerations for Tutoring Teams in Psychomotor Domains**

In the current version of GIFT, team tutoring has been demonstrated from a technological perspective by creating a tutor that involves two teammates simultaneously engaging with a surveillance task (Gilbert et al., 2017). The surveillance tutor was further scaled up to include a total of three team members, with the third member performing a different role than the other two. Current work is being conducted in GIFT to expand the size of the team that is being tutored, and creating a more in-depth task that elicits team performance measures (McCormack et al., in press). While the foundation for team tutoring has begun to be implemented in GIFT, all of the attempts to date have been in computer-based simulated environments. In GIFT, psychomotor tutoring has been demonstrated at the individual level for the domain of marksmanship (Goldberg et al., 2017). However, team psychomotor tasks have not yet been achieved. Establishing ways to assess team state and team performance have initially been used through leveraging the same tools that exist for individual performance and combining all of the actions of the teammates for a single assessment that is the “team”. However, this may not ultimately be the ideal approach to measuring team performance or providing feedback based on it. As GIFT continues to develop, and team models become implemented in GIFT it is important to consider how inputs such as sensor and team communications will be dealt with in real time. For many psychomotor tasks being able to understand what the team member is physically doing and how he or she is oriented will be very important. Additionally, the content and frequency of team communication will be vital in a natural environment.

With regard to individual tutoring of a psychomotor task, it has been acknowledged that the tutoring capability should address the needs beyond the desktop environment. Similarly, with regard to team tutoring for a psychomotor task, it is necessary to consider the process of learning from the perspective of assessment. The fundamental areas of GIFT for team tutoring would include: (a) a capability to author instructional contents for the team, (b) a capability to evaluate the team performance, and (c) a capability to administer team learning analytics for adaptive instructions and feedback. At the same time, if we have a formal model of a team (e.g., team communication) that directly interacts with GIFT, it will provide opportunities to assess team performance by testing theories against team performance data.

**Conclusions**

In order to conduct team tutoring of a psychomotor domain there are a number of challenges. First, an intelligent tutoring system framework such as GIFT must be able to support assessments from multiple individuals simultaneously. Additionally, there will need to be a way to process and retrieve vital information that is happening in the real world environment, and a way to provide information back to the learner. Ideally, all of this will happen in real time. As demonstrated in this chapter, a team task such as room clearing, while fairly straightforward, results in a need to know the location and movements of each individual on the team and to assess if they are all providing the necessary steps for the task at hand. A
different psychomotor task will likely have different requirements, and result in different inputs and assessments. Overall, as GIFT continues to develop in order to support both teams and psychomotor tasks, the authoring tools will need to remain flexible, and allow for course authors to implement various measures of evaluation and feedback to both individuals and entire teams.
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Introduction

Sports psychology and team training literature offers a wealth of examples on the development of expert teams, where individual high-performing players are trained to succeed as a group. Compared to many problems where expert teams operate, sports very often have the advantage of clear criteria for success and an increasing amount of data collection on both team and individual performance. As such, effective training techniques for sports teams may offer insights that inform general team training pedagogy, particularly for psychomotor domains such as military operations. Our investigation into this area is exploratory. Here, we examine a few well-documented cases of how assessment and feedback are utilized in the context of sports team training. Given this focus, our work cannot be considered representative of training in any specific sport. However, by comparing between sports, we hope to identify certain qualitative differences in the types of training that are effective for different psychomotor domains that incorporate elements of team dynamics.

Training differs substantially between sports, not just in terms of the physical tasks but also in terms of the coordinated team activities that occur. For example, while only some baseball fielding events involve dependencies between players (e.g., double plays), nearly all plays in football require multi-faceted coordination (e.g., blocking by the offensive line to support a running or passing play, with specific routes run by receivers, etc.). These issues will be considered in the context of three sports: baseball, basketball, and football. These sports differ in terms of key game characteristics such as simultaneous coordination, micro-games within the sport (e.g., at bats, tip-offs), and team roles (Elverdam & Aarseth, 2007; Mueller, Gibbs, & Vetere, 2008; Ward, Farrow, Harris, Williams, Eccles, & Ericsson, 2008).

In this chapter, we consider pedagogical insights offered by three different sources of information from sports coaching and assessment: published reports of sports training, first-hand accounts of team training, and a review of assessment approaches for measuring team performance. These issues are considered in the context of an integrated taxonomy of feedback that considers when feedback was given, who it was given to (e.g., individual vs. team), the type of feedback (e.g., positive vs. negative), and the specificity of feedback (e.g., detailed issues vs. brief note). The goal of this work is to consider how these patterns might generalize to a wider range of learning tasks, to improve both learning and assessment of team performance.

We are particularly interested in how coaches communicate feedback that is directly aligned with training activities (i.e., information conveyed during training, or after training but based on those events). This focus is not because we believe that this is the most important role of a coach: there are many types of coaches with different specialties and there are many roles that feedback can play in different contexts, such as during reflection, mentoring, off-the-field, and more. However, this exploration is focused on how insights from team coaching relate to what is known about feedback in educational settings, and how it might enrich the automated delivery of feedback through intelligent tutoring systems (ITS) or other learning technologies. We are focused on this subset of coaching feedback and activities.
Decades of research has focused on the delivery and effects of feedback on performance (Kluger & Denisi, 1996), learning (Shute, 2008), academic emotions (Pekrun, Cusack, Murayama, Elliot & Thomas, 2014), self-regulation (Baumeister, et al., 2006), and more. In the subset of this literature that investigated feedback delivered in ITS platforms, multiple publications have been produced that systematically breakdown what effective expert tutors do from an instructional strategy standpoint, so as to enable an automated system to enact those interaction types (Durlach & Spain, 2012; Shute, 2008). Similarly, it is believed that team-based applications should be based on what strategies and tactics effective coaches apply, along with identifying the conditions and variables that dictate what strategy to apply for what individual team-member, and when. While this chapter only scratches the surface of this research challenge, we aim to establish a theoretically derived taxonomy to guide future studies that aim to code expert coaching practices through observational methods.

**Roles for team training: types of teams**

Fundamentally, one question for all team training research is what constitutes a team, such as how to distinguish between a "team of experts" versus an "expert team" (Salas, Cannon-Bowers, & Johnston, 1997). For example, Olympic teams for sports such as boxing or downhill skiing often train together but do not necessarily compete simultaneously or in coordination with each other. Even when such teams compete in the same event (e.g., relay races), some teams are closer to a "team of experts" rather than an "expert team." This distinction has often been raised with examples such as the United States Olympics men's basketball team. Historically, these squads have been viewed as including elite players but having minimal practice as a team, and which has been cited as one cause for their losses in the 2004 Summer Olympics (Leopold & Teitelbaum, 2016). With that said, the United States squad won prior Olympics competitions despite limited practice together.

This raises the issue that while an expert team provides a competitive edge, the advantage for well-practiced coordination likely depends greatly on the task or sport. For example, new members of a professional football team coordinate based on extensive playbooks that can take weeks to learn. On the converse, baseball players are often traded and start on their new team the next day. Even within a sport, team training can vary: pitchers and catchers report a week or more earlier to baseball spring training than position players (for 6+ weeks rather than 5 weeks). Despite the variance across these examples, a desired end-state is operationally defining what characteristics and behaviors are congruent with “expert teams”, based on context, and then defining what coaching tactics can be applied to accelerate the acquisition of those defined attributes. While there are recent contributions to the literature that define the framework and behavioral markers that make up a good team (Sottillare et al., 2017), there is little written on how to use those measures to drive pedagogical decisions at the team level.

Accordingly, at the professional or higher amateur level, coaches and managers serve a key role for building an expert team. Part of their contributions are certainly to assemble the initial team of experts (e.g., recruiting players). However, on an ongoing basis coaches must set the tone for the team culture, the systems and strategies that the team trains to master, and deliver the feedback to improve how the team executes these strategies (Lyle, 2002; Ericsson, 2003). This touches multiple areas of how coaches support athletes:

1) **Training:** Communicating knowledge to the team to help build skills and develop expertise through deliberate practice methods (Ericsson, 2003)

2) **Motivation:** Reinforcement and punishments that encourage improvement and “buy-in”

3) **Culture:** Establishing the team's motivation, goals, and self-regulated strategies for training and enforcing norms (e.g., how a team supports and polices itself)
4) Leadership Structure: How a coach determines and trains leaders within a team

As noted earlier, this coaching behavior occurs in many contexts—not just during practice, but also in the locker room, at team dinners, when meeting the families of athletes, and in other venues (Lane, 2004). From the standpoint of this research, we are focused on the types of interventions that coaches perform during or adjacent to training opportunities (e.g., post-game, reviewing video tape, etc.), since these are likely to be the ones that produce the most direct learning impact. This is because coaches can ground their statements in specific practice or game plays that have occurred, as well as direct players to apply the feedback immediately (e.g., retry a task).

Coding Feedback in Coaching in Team Sports

To consider how and when coaches intervene during or after practice and training, we must first identify the features that distinguish between different types of feedback. For this purpose, we outline a potential typology for coding the types of messages that coaches may deliver to players. This outline of feedback messages is based on speech act coding, which considers the functional purpose of dialog as actions (e.g., "Great job" could be coded as "positive feedback"). This approach has a long history in research on human tutoring and instructional systems, with a variety of taxonomies for speech acts (Cade, Copeland, Person, & D’Mello, 2008; Samei, Rus, Nye, & Morrison, 2014). These taxonomies distinguish between qualitatively different categories (e.g., questions vs. answers) and also between different subtypes (e.g., positive vs. negative feedback).

Many of these taxonomies assume a two-person conversation, however, and also fail to consider factors that may be relevant to the context where feedback is delivered (e.g., the difference between yelling from across a field versus taking someone aside to talk quietly). Table 1 notes features that we think are particularly important for feedback in team sports. In this description, we assume that a team task with multiple players is occurring, such as a training exercise, scrimmage, or game. While these represent only one possible set of facets, we believe that they capture some important differences in feedback that may be relevant to different coaching styles. For example, managers are often dichotomized into player-friendly managers versus more authoritarian archetypes, which imply quite different feedback (Boswell, 1984). The types of feedback that coaches use are also almost certainly affected by the composition of players and the context of the team (e.g., part of the season, recent performance/streaks).
Table 1: Features to Code Types of Feedback

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
<th>Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>When Given</td>
<td>The timing of feedback in relation to the ongoing task actions.</td>
<td>- Immediate (talk over task)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Abort (stop task)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- After-action (after task finishes)</td>
</tr>
<tr>
<td>Direct Targets</td>
<td>Who is the primary target of the feedback?</td>
<td>- Individual</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Subgroup of participants</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Task participants</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Full team</td>
</tr>
<tr>
<td>Secondary Observers</td>
<td>Who else receives the feedback? This may impact peer influence or vicarious</td>
<td>- Individual</td>
</tr>
<tr>
<td></td>
<td>learning (e.g., from others' mistakes)</td>
<td>- Subgroup of participants</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Task participants</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Full team</td>
</tr>
<tr>
<td>Valence</td>
<td>What is the overall directed tone of the feedback? e.g., feedback used to</td>
<td>- Positive</td>
</tr>
<tr>
<td></td>
<td>reinforce effective behavior (positive), correct or punish incorrect</td>
<td>- Negative</td>
</tr>
<tr>
<td></td>
<td>behavior (negative), or does not directly advocate correctness</td>
<td>- Neutral</td>
</tr>
<tr>
<td>Stress/Emphasis</td>
<td>The level of emphasis for the feedback, from calming to direct to</td>
<td>- Calming</td>
</tr>
<tr>
<td></td>
<td>aggressive</td>
<td>- Direct</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Aggressive</td>
</tr>
<tr>
<td>Information</td>
<td>The type of task-relevant or learner-relevant information shared (if any).</td>
<td>- Cue (&quot;Watch your footwork&quot;)</td>
</tr>
<tr>
<td></td>
<td>Classifies if the feedback: (1) directs attention to specific elements</td>
<td>- Command (&quot;Now 10 throws&quot;)</td>
</tr>
<tr>
<td></td>
<td>that affected the outcome, (2) explains a pattern, (3) explains the whole</td>
<td>- Explanation (&quot;That's because...&quot;)</td>
</tr>
<tr>
<td></td>
<td>outcome/status, etc. There are likely to be many other information types</td>
<td>- Outcome (&quot;Sloppy play&quot;)</td>
</tr>
<tr>
<td></td>
<td>that might be relevant</td>
<td>- General (&quot;Winners don't quit&quot;)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Process (&quot;Listen harder&quot;)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Progress (&quot;Three more left&quot;)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Motivation (&quot;You'll get this.&quot;) (others)</td>
</tr>
<tr>
<td>Post-Feedback Task</td>
<td>Common activity types applied by coaches following a feedback intervention.</td>
<td>- Continues (task not interrupted)</td>
</tr>
<tr>
<td>Task Command</td>
<td></td>
<td>- Resume (go where team left off)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Repeat (start activity from the beginning...&quot;start from the top.&quot;)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- Interject (start new activity based on feedback or assessment)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>- End (complete activity and move into next training exercise)</td>
</tr>
</tbody>
</table>
Training Feedback: Examples from Different Sports

To examine how feedback is used for team training across different sports, we consider the differences between three common sports in the United States: baseball, football, and basketball. Table 2 outlines some of the similarities and differences between the team coordination required for each sport. These include the team size, the typical number of players substantially involved in a play, and the typical pacing of tasks in the sport (e.g., mostly discrete versus relatively continuous play). While some numbers shift for different leagues (e.g., college versus professional), the order of magnitudes remain the same. Pacing issues might substantially impact how and when feedback can be delivered during practice. An example of a game task with high coordination is also noted, and contrasted against one with relatively little coordination.

Table 2: Comparison between Sports Team Coordination Tasks

<table>
<thead>
<tr>
<th></th>
<th>Baseball</th>
<th>Football</th>
<th>Basketball</th>
</tr>
</thead>
<tbody>
<tr>
<td>Games/Season</td>
<td>162</td>
<td>16</td>
<td>82</td>
</tr>
<tr>
<td># of Players</td>
<td>9 roles (25 active)</td>
<td>11 roles (45 active)</td>
<td>5 roles (13 active)</td>
</tr>
<tr>
<td># of Players in a Typical Play</td>
<td>4 (Pitcher, catcher, two fielders)</td>
<td>11 (all)</td>
<td>5 (all)</td>
</tr>
<tr>
<td>Role Switching Points</td>
<td>Offense/Defense switch every half inning (e.g., after 3 outs)</td>
<td>Offense/Defense switch at change of possession (e.g., following score, punt, turnover)</td>
<td>Shifts in offense/defense roles following possession change (e.g., following score, rebound, turnover)</td>
</tr>
<tr>
<td>Pacing</td>
<td>Discrete plays, with coordinated fielding</td>
<td>Discrete plays, with multiple coordinated activities</td>
<td>Mostly continuous play, broken up by scoring, out of bounds, etc.</td>
</tr>
<tr>
<td>Example of High Coordination</td>
<td>Infield double-plays (infrequent)</td>
<td>Offensive line blocking (frequent)</td>
<td>Pick and roll (frequent)</td>
</tr>
<tr>
<td>Example of Low Coordination</td>
<td>Hitting with bases empty (frequent)</td>
<td>Punting (infrequent)</td>
<td>Free throws (frequent)</td>
</tr>
</tbody>
</table>

Baseball: Discrete Plays with Well-Defined Individual Contributions

Of the sports considered in this exploration, baseball contains the strongest individual contributions. Even during fielding, plays are coded with the fielders who touch the ball and players who do not touch the ball. Others involved typically only need to coordinate in real time by ensuring proper backup behavior (e.g., the pitcher covering a base when its fielder needs to pursue the ball). While teams may coordinate on fielding patterns (e.g., shifting to the right or to the left), the optimal positions for these plays tend to be relatively deterministic. Within baseball, the two highest-coordination activities tend to be pitchers and catchers (selecting, throwing, and catching pitches) and double-plays (e.g., which tend to require rapid throws from the shortstop to the second baseman, then a second throw to the first baseman). While at bats are common, double plays are infrequent. On the converse, batting is mostly individual.
Baseball training is structured around a manager (head coach), with assistant coaches that include the bench coach (second in command), batting coach (offensive expert), pitching coach (defensive expert), bullpen coach (works with secondary pitchers for a game), and a pair of on-field coaches at first and third base to help call plays. The on-field and bench coaches are often responsible for training on fielding. Above all of these is the general manager, who does not directly manage the players but who may set guidelines for the manager's decisions. In recent years, this has increasingly involved guidance based on statistical data (Thorn, Palmer, & Reuther, 2015). A number of studies have examined the characteristics of baseball managers (e.g., James, 2014). Boswell (1984) categorized managers into four archetypes:

1) Little Napoleons: Authoritarian and intense/stressful styles that emphasize competition;
2) Uncle Robbies: Player-friendly, often humorous leaders who lead with wisdom;
3) Peerless Leaders: Disciplined and dignified styles who lead by embodying this character;
4) Tall Tacticians: Intellectual, clever leadership based on trust in their judgement;

Koppett (2000) reinforced this work with a study of the "family trees" of manager lineage, which traced three managers who served as archetypes for Boswell (the Little Napoleons, Peerless Leaders, and Tall Tacticians). As such, these different managerial styles appear to be not just by chance but also by training and recruitment. In terms of in-game management, there has also been some discussion that traits from Uncle Robbies may be increasingly common among baseball managers (Diamond, 2016). This is potentially due to both the increase in player salaries, which could make authoritarian approaches unfavorable for recruitment and retention. It may also be due to the increasing influence of stats-based guidance from general managers, which makes managers the lynchpin for building buy-in so that players support front office decisions (as opposed to only justifying their own coaching decisions). This shift may also be due to increasing initiative by baseball players, who are more active in self-regulating their training than in prior decades. As such, due to shifting power dynamics, earlier stages of baseball might offer better models for feedback on psychomotor tasks, while major league baseball might be a better model for studying how managers build and maintain team cohesion among experts across a long season with continuous games and travel. These distinctions are important, as GIFT supports multiple pedagogical models that enact variations in coaching methodologies. As such, coaching styles can be configured and called upon at run-time based on team characteristics that dictate the most appropriate coaching strategy.

Given that this exploration is primarily focused on team learning, we looked further into the coaching practices at the college baseball level. A review was made of publicly posted videos about college coaching practices. Franco (2018) explains a division 1 schedule where players were responsible for three types of training to prepare for their season: weights training (5h/week), conditioning (3h/week), individual instruction with a coach (3h/week), and about 4 game-length practices each week (12-14h/week). Some notable themes of baseball coaching include center around deliberate realistic practice (Ericsson, 2003), such as "perfect practice makes perfect" and "practice like you play" (e.g., moving away from massed drills). The majority of practice consists of either of individual tasks (batting practice, pitcher-catcher bullpen sessions), simulated at-bats (tee-ball drills, fungo bat fielding), or practice games. After-action practice includes verbal feedback and videotape reviews, which might be used to demonstrate models of good performance, discuss an individual player's performance, or discuss team performance.

Individual mechanics (e.g., batting stance, throwing shoulder) appear to be a primary focus for baseball training, even in the context of pair exercises (throwing practice) or games. Coordination is achieved by players independently recognizing the same game state, then following well-practiced procedures that assume their teammates will be in position (e.g., beginning a throw to first base before the first baseman is set up yet). The secondary focus appears to be conditioning exercises. Notably, in reviewing certain tapes,
the primary feedback for conditioning (e.g., endurance) exercises is primarily supportive or progress feedback from other players. Finally, team coordination feedback appears to be the tertiary focus (e.g., adjusting fielding positions relative to others). Coordination is primarily practiced through repeating scenarios (e.g., fielding balls hit to a certain area). To help illustrate this balance, a brief "hot mic" video of the assistant coach for Oregon State was coded using the features from Table 1 (OSU Beaver Athletics, 2011). Across a 2 minutes of edited drill footage, the most common speech acts are noted in Table 3.

<table>
<thead>
<tr>
<th>Count</th>
<th>Feedback Type</th>
<th>Feedback Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>Positive-Outcome</td>
<td>&quot;good&quot;</td>
</tr>
<tr>
<td>4</td>
<td>Neutral-Explanation</td>
<td>&quot;shorter arm circle out of here it's here&quot;</td>
</tr>
<tr>
<td>4</td>
<td>Neutral-Command</td>
<td>&quot;defense let's go one and around five to forty five&quot;</td>
</tr>
<tr>
<td>3</td>
<td>Positive-Specific</td>
<td>&quot;ground up very nice&quot;</td>
</tr>
<tr>
<td>2</td>
<td>Negative-Specific</td>
<td>&quot;a little lower long and lower long and lower&quot;</td>
</tr>
<tr>
<td>2</td>
<td>Neutral-Cue</td>
<td>&quot;light on feet&quot;</td>
</tr>
<tr>
<td>1</td>
<td>Positive-Motivation</td>
<td>&quot;you make that play you're our guy&quot;</td>
</tr>
<tr>
<td>1</td>
<td>Neutral-Specific</td>
<td>&quot;this way so our knees a little more&quot;</td>
</tr>
<tr>
<td>1</td>
<td>Negative-General</td>
<td>&quot;it still needs a little more work&quot;</td>
</tr>
</tbody>
</table>

At least in this clip, the coach provides feedback nearly continuously (24 statements in 2 minutes), as the mechanics unfold, and supports retries to practice issues that he identifies. While multiple players are involved, they each are the primary focus of coaching feedback at different times. In one example, a player is taken aside for a longer explanation of his specific areas to address. However, in later portions of the tape the coach stops active practice and provides a demonstration and strategic feedback to the current practice squad (e.g., directly addresses the group). While this is only one example, it shows a potential process for examining how coaches work with players under different practice conditions, as well as how and when they provide their feedback. The frequency of feedback and its delivery patterns (throughout practice or across practice sessions during the season) might also provide valuable input in terms of how coaches respond to success or failure of the team as a whole, such as by the intensity or attention of feedback given (e.g., showing that they care about the success of the team, either through more frequent, more positive, or even more negative feedback). This level of analysis can form the basis of feedback and coaching patterns that could be implemented in a pedagogical model for a system such as GIFT, such as for tasks which resemble baseball activities (e.g., strong individual contributions, well-defined team interactions).

**Football: Discrete Plays, but Highly Interdependent Contributions**

The sport of football is an example of team dynamics that requires the coordination of multiple explicit roles to execute a single discrete play/action at a time. For each designated play, both on the offensive and defensive side of the ball, each individual player is assigned a specific role with conditions and standards
that determine their behavior during execution. The nuance here is the interdependency across each role
during play execution, and how a shared situational understanding across all interacting parts is required to
optimize objective outcomes.

From a pragmatic stance, this requires: (1) knowing what specific role you are responsible for and how to
execute those functions consistently, (2) knowing how your role fits within the conceptual context of the
team across all potential scenarios, and (3) knowing how to adapt your role and communicate those changes
based on tactics and behaviors observed within the operational environment (Baker & Côté, 2003). These
categorical distinctions of situational understanding are important as they can be used to define training
approaches that target the Knowledge, Skills, and Abilities (KSAs) associated for each designated role and
at each designated phase (see Table 4). With this framework in place, targeted skill objectives can be
deconstructed to identify specific components that drive the selection of practice activity types. In this in-
stance, one can apply a mastery learning paradigm as it adheres to team situational contexts (i.e., an indi-
vidual cannot integrate within a team until that individual can consistently perform an assigned role at a
high level and understand how that role serves the team as a whole). Training programs should begin to
target each KSA and apply pedagogical techniques that promote acquisition and retention. For this purpose,
the team feedback taxonomy presented above (see Table 1) can be applied to configure feedback and coach-
ing features as they adhere to who and what is being trained within each phase of the Team Situational
Understanding taxonomy. Similarly, speech act analytic techniques, like the one described above, can be
applied to generate initial feedback policies that associate with coach-athlete dynamics at both the individ-
ual and team collective level.

In the domain of football, the type of KSAs trained within each phase will dictate the feedback and moti-
vation approach applied at both the individual and team-context level. Similarly to baseball. Coaches are
designated across distinct levels of team composition (e.g., head coach, offensive/defensive coordinators,
position coaches, and conditioning coaches) and serve a distinct purpose during training, practice and game
execution. Accordingly, each coach applies variations in training strategy based on the situational under-
standing phase they are responsible, as each phase is directed towards disparate, but complementary skill
sets.

Just as a member of the team must maintain situational understanding appropriate to their role and assign-
ment, a coach must also apply situational leadership, where they adapt styles based on environmental indi-
cators and individual differences (Hersey & Blanchard, 1969). This nuance can also be seen above in the
baseball example, where the coach varies their coaching technique based on the goal of the interaction and
their desired audience. When directing subordinates, coaches often exhibit both relationship and task di-
mensions as a means to influence future task execution, with most common leadership styles being a mix
between Autocratic, Democratic, Positive Feedback, Social Support, and Training and Instruction leadership
philosophies (Turman, 2001). From an ITS standpoint, pedagogical approaches can be designed for
each phase that adhere to different coaching philosophies and style; however, it is important to note that
these pedagogical determinations are bound by the assessments captured within each specific activity or
exercise. In the space of interdependent team interaction, a major focus is on scenario-based interventions
that challenge skill application at both the individual and collective level, with situational understanding
serving as a guiding framework to ground all training functions. For this purpose, ITS applications designed
to train and build relevant team-oriented skill sets are recommended to adhere to structured pedagogical
formalizations that associate with phases like the ones described above. To support a domain-agnostic rep-
resentation, the framework must also extend across variations in team composition and role interdependen-
cies, as many team contexts operate outside of discrete events, where play is much more continuous and
dynamic.
<table>
<thead>
<tr>
<th>Training Situational Understanding (Phase)</th>
<th>Training Strategy</th>
<th>Example</th>
<th>Assessment and Feedback Factors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Know and execute assigned role (1)</strong></td>
<td><em>Individual:</em> Focused interventions that target fundamental application of skill. Deliberate Practice (Ericsson, 2003) &lt;br&gt; <em>Team:</em> Working in sub-teams for practice and peer-learning opportunities</td>
<td><em>Individual:</em> Wide Receiver executing catching drills across multiple flight trajectories and speeds. &lt;br&gt; <em>Team:</em> Wide Receiver executing catching drills with cornerback providing coverage.</td>
<td><em>Individual:</em> - Technique and Execution &lt;br&gt; - Mechanics &lt;br&gt; - Reinforcement &lt;br&gt; <em>Team:</em> - Challenge and Motivation &lt;br&gt; - Competition</td>
</tr>
<tr>
<td><strong>Know how an assigned role fits within the context of the team (2)</strong></td>
<td><em>Individual:</em> Understand role for each individual play, with ability to recall all decision points &lt;br&gt; <em>Team:</em> Drill-repeat exercises to promote deep understanding and consistent application</td>
<td><em>Individual:</em> Wide Receiver studies playbook and knows all routes and blocking assignments. &lt;br&gt; <em>Team:</em> Offense-only drills with wide-receiver applying proper technique based on given play calls.</td>
<td><em>Individual:</em> - Declarative &amp; Procedural knowledge about context of plays &lt;br&gt; <em>Team:</em> - Role Interdependency &lt;br&gt; - Shared Mental Models &lt;br&gt; - Trust</td>
</tr>
<tr>
<td><strong>Know how to observe, communicate, &amp; adapt (3)</strong></td>
<td><em>Individual:</em> Study film and prior use cases/examples. &lt;br&gt; <em>Team:</em> Subject team to variations in context that require role execution. Scenario-based practice events designed to challenge communication and adaptation across team-members and roles.</td>
<td><em>Individual:</em> Case-based exercises that test ability to predict play outcomes based on pre-play observations. &lt;br&gt; <em>Team:</em> Multiple scenarios that require communication between wide receiver and quarterback (e.g., identify single coverage and communicate a play audible to exploit recognized weakness)</td>
<td><em>Individual:</em> - Conceptual Understanding of Opponent Behaviors &lt;br&gt; - Counter-measure tactics based on opponent observations. &lt;br&gt; <em>Team:</em> - Communication &lt;br&gt; - Context Analysis &lt;br&gt; - Coordination &lt;br&gt; - Leadership</td>
</tr>
</tbody>
</table>
Basketball: Continuous Play with a Mix of Individual and Team Contributions

Basketball is another excellent domain to guide pedagogical considerations for Team ITS development as it introduces new elements not captured in the examples provided above. In this arena, basketball teams are composed of highly interdependent positional players with roles that are more loosely defined; meaning that roles are transferable at any moment. They are transferable in the sense that each teammate has both offensive and defensive responsibilities, as well as transferable in the sense that each teammate might switch roles within a given play to assist in meeting team objectives (e.g., a forward taking over defensive responsibilities on an opposing guard due to a screen). Three common characteristics of this type of team interaction is high task interdependence (Landi, 2001), high interaction, and uncertainty, which is due to the consequence of interacting team members and an evolving context (Wall, Cordery & Clegg, 2002; Ramos-Villagrasa, Navarro & Garcia-Izquierdo, 2012). In these instances, game flow is much more continuous, where team dynamics are highly reactive and often spontaneous. These dynamic characteristics are seen in many other relevant team compositions, including hockey, rugby, and even in military teams.

Due to these continual shifts in task context, team situational understanding is critical to success, with communication playing a pivotal role in collaborative coordination and cohesion. To address this shifting context, coaches are responsible for designing practice activities that build and strengthen foundational team behaviors, with direct abstraction from the phases defined in Table 4. This involves individual ability drills to build functional skills (e.g., dribbling, shooting, passing, etc.); team-/collective-drills to build flow, cohesion, and coordination (e.g., fast-break drills, play rehearsal, scenario-based walk-through); and scrimmage drills that recreate game situations for dedicated practice under the operational context. Formative assessment and directive feedback are applied across all activity and drill types, with task context (i.e., practice activity objectives and the interacting parts) and coaching philosophy (as based on configurations across Table 1) being the determining factors that drive pedagogical interventions.

In the domain of continuous play environments with shifting contexts, an additional element of situational understanding that plays a critical factor in practice and coaching design is team familiarity (i.e., shared mental models; Fletcher & Sottilare, 2017; DeChurch & Mesmer-Magnus, 2010). In this instance, familiarity relates to all parts that constitute a team and the environment for which they operate in. Each serving member of a team must be aware of the strengths and weaknesses not only of their contributions to the team objectives, but across all potential interacting parts, including opposing elements. Knowing what each interacting individual provides to the task environment enables effective decision making for the purpose of exploiting specific strengths and weaknesses for the good of the team (e.g., calling plays to exploit situational weakness, such as taking advantage of an undersized defender). In these scenarios shared mental understanding is critical, where decision cycle times are reduced and automated based on shared understanding of task interdependencies and location and role of each interacting element. It is through initial well-designed practice activities that familiarization is acquired, with advanced application leading to individualized and often creative communication techniques (i.e., using gestures and subtle signals to communicate intent and coordination). In these instances, while the coach emphasizes the importance of teaming behaviors, it is often up to the interacting team-members themselves to devise a specific solution to the coaches defined objective.

The activities and deliberate practice techniques will vary across domain, with the defined team characteristics providing guiding principles to start from. For basketball, the activities will vary from football, as the defined characteristics of that team require it. In these instances, scenario-based team exercises will be created that target specific skill sets. In addition, the specific coaching practices seen across collegiate basketball programs may be of extra relevance for the design of a team pedagogical philosophy for military relevant contexts, as the turn-over for NCAA teams is high, where athletes are eligible for the pros after...
one year of post high school activity. In these instances, it may be relevant to code specific strategies executed by collegiate basketball coaches that address new additions to an already existing team structure. Accelerating cohesion in these instances is critical to team success.

**Challenge point framework**

When establishing coaching strategies that target accelerated team development, it is also important to consider how GIFT and ITS can manage challenge in a generalized capacity that applies across domains. The Challenge Point Framework is an approach to model these interactions, which is based on the relationship between task difficulty and the learner’s ability. Tasks can become more difficulty, for example, with greater accuracy requirements, more pressure on success, or more to the point of this chapter, a decrease in the feedback presented.

Figure 1 shows the relationship between task difficulty and immediate (practice) performance and learning. Immediate performance (e.g., during practicing) is the solid orange line. As task difficulty increases, performance decreases. The dotted, green line represents long-term learning. As task difficulty increases, learning also increases, up to a point. That point is known as the optimal challenge point (OCP) and designates the point where the individual is being optimally challenged for long-term learning. You will notice that at the OCP, practice performance is compromised. In other words, OCP creates short-term struggle for long-term gain. As shown in the graph, the level of difficulty at which learning is optimized is not the same level of difficulty that promotes the best immediate performance.

![Figure 1. A graphical representation of the optimal challenge point (OCP). Image adapted from Guadagnoli and Lee (2004).](image)

As the learner progresses so does the OCP. Figure 1 models performance/learning for a relatively experienced learner. Figure 2 models performance/learning for both an experienced learner (OCP 1) and a novice learner (OCP 2).
As you see, the same basic relationship between task difficulty, immediate performance, and learning is maintained, but the optimal challenge point (OCP) is at a lower difficulty level for the novice learner than for the experienced learner. As a result, knowing how to increase and decrease challenge for the individual is a key component to optimized learning. As mentioned, feedback is one way to change the level of challenge. Decreases feedback provides less guidance and therefore requires the individual to rely on intrinsic feedback mechanisms. This increases the task difficulty for the individuals, and for more experienced individuals decreased feedback degrades immediate performance but enhances long-term learning.

Based on our understanding of the Challenge Point Framework, it would be much more effective for the coach to deliver less frequent feedback to this level of skilled performers. This would likely yield more struggle during practice but greater performance in the game (as a result of greater learning in practice).

Conclusions and Potential Opportunities

In the design of team-based ITSs, sound pedagogical practice is critical. In this chapter, we argue for the use of sports psychology and sports coaching lessons-learned to guide the design of a generalizable pedagogical model for use in the Generalized Intelligent Framework for Tutoring (GIFT; Sottilare, Brawner, Goldberg & Holden, 2012). In its initial implementation, a major requirement is first establishing instructional strategy functions that adhere to the taxonomy presented in Table 1. This involves establishing variables with configurable enumerations in GIFT’s team pedagogical model that will inform a set of production rules or agent policies used at run-time. This requires identifying all team-level strategies (i.e., a GIFT strategy requires domain-generalizability) and establishing tactic level representations and their associated dependencies (i.e., how feedback is presented and how adaptations are managed).

With a set of supported pedagogical functions that can be enacted by GIFT, the next requirement is generating a set of policies and/or rule sets that are used at runtime. An overarching objective is to establish empirically informed policies that determine how best to coach a team based on the composition of that team (i.e., team structure, roles, and interdependencies), the personalities that make up that team (i.e., individual differences), and the domain for which they execute as a team (i.e., context to guide strategy configurations). Before a coaching philosophy can be applied, as defined through dedicated policies, there are certain tenets that drive the design of team training events when a specific domain is specified. As seen in the Situation Understanding Model defined in Table 4, a major component of team effectiveness is applying deliberate practice techniques that target specific skill sets and objectives at both the individual and team context. This highlights a need for pedagogical consideration at two levels of interaction: (1) what each individual role of a team experiences before, during, and after a specified exercise (e.g., macro-adaptation),
and (2) what assessment and feedback is applied at each managed interaction before, during, and after a specified exercise (micro-adaptation). The goal is to establish generalized rules based on the feedback taxonomy in Table 1, where configurations can be parameterized based on loggable performance and behavioral data sources. As an example, pedagogical model policies will have to differentiate and resolve conflicts across feedback and drill-repeat strategy types (e.g., when to yell feedback vs. when to interrupt an event and instruct the team to start from the beginning).

In a traditional ITS, these policies are derived from interactions observed across expert tutors, where their actions and strategies were coded for strategy analyses to determine what common practices effective tutors consistently utilized. The resulting pedagogical “best-practices” are then translated and programmed as algorithms that serve as the pedagogical logic that guides feedback delivery and adaptation practices. In the case of team-based ITSs, similar methods are recommended. An approach is to design an observational study that incorporates multiple coaches across multiple disciplines for the purpose of deriving effective strategies applied across the team context in multiple instances. This would require establishing coding schemas that adhere to the taxonomy elements in Table 1, where representations are required that link observable performance/behavior indices and their association with coaching related tactics. These assessment indices to coaching tactic relationships can be configured across distinct coaching philosophies (e.g., Autocratic, Democratic, Positive Feedback, Social Support, and Training and Instruction), where a training developer can customize the coach type that drives feedback and strategy interventions.

At a fundamental level, when compared to one-on-one tutoring strategies, the strategies and tactics used by team coaches are only anecdotally understood: while coaches’ small decisions in a game are picked apart by sportscaster talking heads for days, how much time is spent rigorously analyzing the content and patterns of how they interact with their players on a day-to-day basis? From a research standpoint, there could be great value in extensive data collection across a number of expert coaches with the goal of building generalizable policy sets for feedback and motivational interventions for a team. However, this would require a major study with deep data collection. An alternative approach that can be applied in the near-term would be to build pedagogical coaching models that are based on specific individuals and/or philosophies that are well documented in the literature (i.e., building models from documented theory, rather than training from data). An example would be explicitly studying one well-represented expert coach (e.g., Duke Basketball coach Mike Krzyzewski) and building policy sets on that individual as represented through books, interviews, video observations, and peer assessments. The results of this approach would probably be too coarse-grained to infer the specific tactical philosophy of that coach regarding their expertise within a domain (e.g., how they provide feedback). Instead, the goal is to extract coaching strategies and methods that focus on managing team behavior and development. Based on these insights, GIFT could build a set of alternate “coaching” pedagogical models based on team training experts. These models could then be analyzed and compared for different kinds of teams and learners, using data from these studies to improve our understanding of how virtual coaches can improve team training.
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**Introduction**

Context is a construct through which humans integrate information on the social, physical, and experiential environment and represent it in a way that renders it relevant to current cognitive and behavioral challenges. Context representation and understanding are inextricably bound to expertise in the tasks and domains that make up those cognitive and behavioral challenges. When people engage in activities that require coordination, collaboration, and cooperation (i.e., teamwork), the team itself becomes part of the context. In an expert team, the team members have knowledge about the boundaries of each other’s knowledge, experience, and/or skills that becomes part of each team member’s context understanding, representation, and reasoning. This knowledge about the team allows each team member to interpret the actions of teammates and to act adaptively, through processes such as error identification, anticipation of needs for support, or as a basis for inferring teammate’s intentions.

In this chapter, we examine the theory of context understanding as well as several examples of teamwork, and use these to consider how context contributes to team performance, and how it can be used in team assessment. We begin by defining context in terms of individual cognition, and proceed to discuss how context as a cognitive construct underlies cooperation and teamwork how affects teamwork performance. This analysis highlights how explicit representations of context information can (and arguably, must) be used in intelligent automated team training and tutoring, especially as could be done using an extended Generalized Intelligent Framework for Tutoring or GIFT (Sottilare, Brawner, Sinatra, & Johnston, 2017).

**What Do We Mean by Context?**

Consistent with the prior work of Zachary and colleagues (particularly Zachary et al. 2013), we define context as a cognitive process that is representation-centric, constructive, pervasive, and strongly interconnected with domain expertise. This definition can be unpacked in several stages. At the most fundamental level, when we say context is a cognitive construct we mean that it concerns the representation and processing of symbolic information in a natural or computational system. With regard to human beings, context is internal to the human mind and cannot be directly observed or studied. Rather, it can only be studied indirectly, in terms of, for example, verbal accounts of a person’s understanding of momentary context, or through examining accounts of how a person reports using context to reason and make decisions in a dynamic situation. These two examples are chosen to illuminate the representation-centric and constructive process aspects of context. This part of the definition also points out that, as an internal cognitive construct, context is distinct from the philosophical notion of empirical Ground Truth (GT). Some ways in which context and GT may differ are further considered below.

In verbal accounts (both experimental and naturalistic), people commonly refer to context as a definitive ‘thing’, referring to is as ‘the’ context (not as ‘a’ context) which implicitly exists in the present, and which refers to the person’s understanding of the external situation in the physical and social environment. Yet

---

1 Which is not the same as a team of experts, as discussed below.
people also readily agree that context changes over time and is thus dynamic. This leads to the view expressed here that the ‘thing’ to which people refer as context is an internal representation that captures and integrates multiple aspects of the external (and internal) environment that are salient to the person at that moment. The representation is also constantly undergoing revision to reflect changing information in the environment, and changing cognitive states in the person as well. The dynamic nature of this context representation suggests that context is a constructive process with one or many distinct lower level functions involved in building, maintaining, and (when necessary) deconstructing pieces of the context representation. However, what people are conscious of is current content of this representation, making context representation-centric.

The fact that people are able to talk about context also indicates that it is (at least to some degree) metacognitively accessible to introspection, although it appears that this introspectability extends only to the contents of the momentary representation, giving rise to momentary context awareness. This metacognitive accessibility does not appear to extend to the dynamics of the process or to prior states of the representation. Thus, people are consciously aware of the current contents of the representation but not of the underlying processes that maintain it.

The context process is also pervasive, in that people always have some degree of context awareness. Context is not something that is relevant only to work, or to play, or to any other broad differentiator. Rather, it is omni-present, and people feel that they are always “in” some context. At the same time, though, the degree of context awareness and the depth of context understanding varies a great deal across persons and even across domains. In particular, individuals with a great degree of knowledge about a domain usually have an awareness of context features that are particular salient in that domain, in the sense that those features can help define and restrict the range of appropriate decisions, planning, and actions in the domain. Chess masters, for example, represent abstract elements of context in a (mid-game) chess board that novices cannot and can use those abstractions to identify opportunities for application of a tactic many moves in advance. Similarly, air traffic controllers represent context of an air space with constructs that identify potential future conflicts while novices cannot, even though in both examples the novices and experts have access to the same GT stimuli.

The aspect suggests two key ways in which context, as understood by a person, can differ from GT. First, the propositions within a context representation that are verifiable empirically can be inaccurate with regard to GT (for whatever reason). An aircraft is empirically be flying at 5000 feet and on a heading of due north, but can be represented in the context understanding as at 10000 feet and heading north by north west. Second, and in contrast, there are abstracted and inferred components of a context understanding that are not part of the simple empirical GT, and that add insight that is present in the empirical GT. The foreseen opportunity by the chess master is an example of this.

Extending this insight into the role of expertise in context understanding has been the work on recognition-primed decision making (RPD; e.g., Klein, 1993, 2008). This body of research points out that a critical feature of domain expertise is the ability to recognize specific features, or patterns of features, of a problem instance (i.e., those elements of context) and directly derive a decision/action from them. Put differently, RPD suggests that experts are aware of different and more pragmatically useful elements of context, but only as it applies to their domain of expertise. To the degree that rich representation of problem instances is part of context, we thus argue that context awareness is intertwined with development of domain expertise.

This last aspect of the definition of context has direct implications for individual and team training. It suggests that increasing domain expertise in individuals—training—must necessarily involve developing an enhanced ability to perceive, understand, and reason about context. This has long been demonstrated in research into the development of individual cognitive skills. In a summative reviews, VanLehn (1996) and
Zachary and Ryder (1997) argue that increases in a skill involve changes in the way the problem and environment are internally represented. This mechanism for this is reducing the procedural knowledge needed by, in essence, trading it off for more useful representation of the problem space, developed through experience in that problem space. We argue here that context representation therefore constitutes a critical enabling foundation for expertise, and that domain expertise cannot be trained without consideration of context, including team context. But what are the key contextual variables in team-based skills, and is context perception, understanding and reasoning fundamentally different under these conditions?

**Context in Team Performance and Team Training**

Research first began to indicate the importance of context in teamwork and collaboration in the late 1980s. Suchman (1987, 1990) worked from the perspective of understanding how machines and people could collaborate to solve everyday problems (specifically, copying documents). She demonstrated that the problems and frustrations that people experienced in interacting with an artificially intelligent machine arose from the fact that the people shared an implicit understanding of the current task context and tacitly used that understanding in their linguistic interactions (i.e., dialogs), while the smart copier with which they were working had a wildly different representation of the task and task context.

At the same time, researchers in team performance (particualrly Salas, Canon-Bowers, Fiore, and their colleagues) were developing data showing that effective team performance required “team members [to] hold common or overlapping cognitive representation of task requirements, procedures, and role responsibilities” (Cannon-bowers, Salas, & Converse, 1993, p. 22; see also Fiore, Wiltshire, Oglesby, O’Keefe & Salas, 2014). The early work into the role of context in teamwork provided two foundational insights. The first was that the task and role relationships among the people that comprise the cooperating team became part of the context representation for people working in those settings. The second insight, which impudently echoed the work of Suchman, was that the context understanding, including these team/collaboration aspects, had to be shared across team members for the intra-team communication and coordination to be effective. The following two examples demonstrate these two aspects of context and team processes.

1. **Dismounted infantry.** The location of individual service members in relation to terrain features forms a core element of operational context. It is of key importance to operational tasks such as organizing rendezvous. The Air Force Research Laboratory conducted a study examining the ability of dyads to rendezvous in unfamiliar environments (Hampton, Shalin, Robinson, Simpson, Finomore, Cowgill, Moore, Rapoch, & Gilkej, 2012). The simulation-based experiment tested the change in strategy and performance in standard two-way communication versus “spatialized audio” (wherein participants heard their partner’s voice as if it came from that partner’s relative physical bearing). This had the effect of shifting the more abstract task analysis levels of comprehension and projection to a relatively simple perceptual task. Participants no longer had to speculate on a partner’s location and movement, adjusting narrative explanations for procedural communications (e.g., matching relayed descriptions of road layouts to supposed map quadrants). Likewise, descriptions of local terrain and compass bearing gave way to any discussion at all that would present a steady perceptual signal (including plans for the weekend, classroom assignments, and favorite video games). Unsurprisingly, these shifts in strategy coincided with significantly improved rendezvous times. A separate manipulation of the presence of distinct landmarks (a common navigational strategy) showed little impact in performance metric for the standard audio condition, though they factored prominently into participant discussion. However, in the spatialized audio condition, participants paid little attention to them at all, except as confirmation. At one point, a participant explicitly stated that a landmark did not matter with the auditory channel conveying position. The context of the task, in this case the position of the partner–target, was made immediately clear via perceptual channels.
2. Naval Fleet Air Defense. A US Naval destroyer focuses on the problem of command and control of multiple assets to provide continuous defense of own-ship and the whole surface combatant group from hostile attack form the air. For the critical dimension of airborne threats the function is termed Naval Fleet Air Defense C2. The Air Defense team in the combat-information center (CIC) aboard a destroyer can vary in size from six to eight members (with potentially more outside the CIC) (see Zachary et al, 1998 for a cognitive task analysis of this team). The roles in the Air Defense team vary to some degree according to the mission and organizational decisions by the ship commander. The broad aid defense function is to detect, identify, monitor, and if necessary engage air vehicles that could pose a threat to own-ship and/or defended assets, particularly an aircraft carrier. The problem is particularly fast paced and complex in airspaces that involve combination of civilian air traffic and military air traffic that can be a mix of own, allied, neutral, and hostile. The extended air defense team includes airborne assets (electronics aircraft, patrol aircraft and fighter aircraft) for which CIC-based team provides control and situational information. Understanding the current mission context is key to both individual and team performance of the Air Defense team. Decisions and actions by all members of the Air defense team, including its commander (the on-duty Tactical Action Officer), depend on each member understanding enough of the context to choose her or his own actions for that context, and the overall strategy taken by the commander depends on that individual having the best and most accurate understanding of the mission context.

The two insights discussed above had immediate and lasting impact on team training, which was framed by the seminal study of team decision-making on Tactical Decision-Making Under Stress (TADMUS). The seven year study, reported in Cannon-Bowers and Salas (1998), initially was “conceived as a response to an incident involving the USS Vincennes, a warship that mistakenly shot down an Iranian airbus” (Cannon-Bowers & Salas, 1998, xxi). It was revolutionary, as the research was conducted in a naturalistic setting, and not in a laboratory. The TADMUS researchers studied how tactical decision-making teams on Naval warship actually worked and made decisions, and how those teams were trained. This naturalistic approach pointed out that while real-world teams may initially train together (as in pre-commission training for a new warship), in actual operation there is a constant rotation of new members into (and existing members out-of) these teams. As a result there may almost never be a situation where each team-member was truly expert in his/her task. Yet, the analyses showed that an “expert team” (i.e., a team that performed as a unit at a high level) was usually able to perform at a high level because it was able to adapt to the differing skill levels of its individual members.

The results indicated that portions of the context understanding that related to team roles and responsibilities, and to how those role and responsibilities were being carried out in the current problem instance, were central to team performance. It also helped explain an often-observed phenomenon, in which “a team of experts is not an expert team” (Salas, Cannon-Bowers, & Johnston, 1998). From the perspective of team training, it pointed out the importance of understanding what was in these (domain-specific) shared models of team performance and how individual trainees and teams could most effectively learn them and apply them. In general, various researchers found that these context models of expert teams involved:

- An ability to form expectations and projections about the behavior of other team members,
- A motivation to proactively support less expert team members in achieving those expectations, and in reacting correctly when those expectations were not met; and
- A set of structured communications skills that served to activate those abilities and motivations across the team.

From a technology perspective, these results led to development of team training systems that involved practice in teamwork tasks (often including elements of computer simulation), and active guidance and feedback in developing the specific abilities, motivations, and communication skills listed above. A detailed
review of that literature is beyond the scope of this chapter, but see Freeman and Zachary (2018) for a more
detailed review of how team training research evolved forward from the TADMUS program.

The training of such abilities, motivations and skills, however, created new and interesting training prob-
lems, particularly regarding assessment and diagnosis. This is because they are based on the unobservable
construct of shared context understanding. While behaviors such as compensatory correction of teammate
errors or issuing proactive communications to prevent teammate errors can be observed, their absence is
not. Moreover, simply observing a communication behavior provides insufficient information to diagnose
either the correctness of its timing or correctness of its content. Those key aspects of diagnosis require an
understanding of the underlying context.

This last aspect of determining whether the context understanding is appropriately shared across the team
and whether it is correct with response to the underlying environment is particularly difficult. An interesting
example of this can be taken from the incident (mentioned above) in which the USS Vincennes shot down
an Iranian airliner mistakenly thinking that it was disguised military aircraft preparing to attack the ship2.
While the team in the ship’s Combat Information Center that had the responsibility for air defense had very
good information on air situation, the specific sequence of events that were observed were highly anom-
alous and did not fit previously-observed or trained examples. The tactical lead and team worked to explore
narratives that could explain all the observed data and that could be used to form a decision strategy. The
team became focused on only one specific narrative, in which the airliner was part of a deception masking
an attack-the-ship intention. The then-current high level of military and geo-political tensions in the Persian
Gulf provided elements of context for this narrative interpretation. Other recent events in military history,
such as the sinking of the HMS Sheffield only six years earlier by a single air-surface missile strike, were
also part of the shared context understanding that support this interpretation. This focus on that single nar-
rative interpretation ultimately led the decision to attack the aircraft before it could reach position from
which it could launch an air-surface missile. In this example, the context understanding was appropriately
shared and appropriately acted-on—it just turned out to be an inaccurate interpretation of the GT situation.

This points to a deeper issue with shared context and distributed action, that of indeterminism (Freeman &
Zachary, 2018). Even when a team has a highly overlapping understanding of the current context, any
individual team member can take an action that can change the trajectory of the problem evolution for the
team (and potentially for its adversary). From that point forward, the actions and decisions of the team and
of each member can only be assessed in the light of that changed problem context as it was understood by
the team.

The 1977 nuclear reactor accident at Three Mile Island (Cummings, 1980; Rouse et al., 1992) is an example
of this. One operator missed a warning light and interpreted the reactor core state as the opposite of what it
was. Acting accordingly, based on this perceived context, lead to a cascading set of team actions that were
correct given that initial interpretation error and the direct action based on it. This issue is equally present
when, as in the Vincennes case, the team has arrived at a context representation that is plausible but in the
end factually divergent from the GT situation. Thus, the assessment of overall team and individual team-
member actions and decisions can be indeterminate with regard to the GT of the situation, and can only be
fully evaluated in terms of their (shared) context understanding. Moreover, these situations create meta-
problems of requiring actions and communications to repair the correct understanding of the context, which
are crucial to team resilience. However, detecting the existence of such meta-problems as well as assessing
and training for them, cannot be undertaken without an explicit model of the context understanding of the

---
2 This description is simplified here for brevity and classification purposes
team as well as a model of what an accurate context representation would be, given the conditions of the operational environment and the domain expertise of the team.

**Managing the Role of Context in Team Training**

In many modern team training systems or exercises, trainees interact through simulated work environments. During these interactions, teammates communicate with each other using verbal and computer-mediated methods such as email and text messages. While the trainees develop their individual and team-shared context understanding, human instructors typically function as observers and build their own representation of the team-shared context understanding. These instructors then provide assessments and feedback to the team through the lens of their own internal context representation. This process (which is also used in live training exercises) works, because the instructors/observers apply their domain knowledge and human context-processing ability, often combined with ground-truth situational data, to create a gold-standard context understanding that can be used to assess and instruct the learners. However, in building fully-automated team training tutors using future extensions of GIFT, this function will have to be automated itself. Is this possible?

**Can We Build Context-Awareness into Team Trainers?**

Our definition of context raises the question of whether context can be framed and modeled as an explicit computational process to be carried out by computational devices. This would be of fundamental importance for automatically generating both team-level and individual context awareness into Intelligent Team Training Systems (ITTS) developed from extensions of the current GIFT (Gilbert et al., 2017). The computational representation of context and the development of computable models of context is current research interest in computer science in artificial intelligence (Lawless & Mittu, 2017; Lawless et al., 2018). Zachary and colleagues (Zachary, Rosoff, Miller, & Read, 2013; Zachary et al., 2015) have developed a cognitive computational theory of context understanding and awareness called the Narratively-Integrated Multi-level (NIM) context framework that has also been successfully used to generate computer-models of context awareness (Zachary et al 2017; Zachary & Carpenter, in press). This computational context theory is outlined below as a potential way forward for context-inclusion in ITTS.

NIM combines cognitive theories of situational awareness and narrative reasoning while providing links to decision-making and planning via theories of RPD and of cognitive skills as discussed above. NIM defines a general structure for context as a computational process that includes three fundamental aspects:

- a **declarative representation** of momentary context awareness;
- a set of **constructive knowledge sources** that constantly build, abstract, modify, and deconstruct the declarative representation as on-going maintenance of the context awareness; and
- a set of **translation knowledge sources** that link patterns of information in the declarative context representation to decisions and actions that are stimulated by or must be adapted to the momentary context.

Research on the structure of mental models across domains also found that there is a consistent structure to (expert) mental models. Under the rubric of situation awareness, Endsley and colleagues (Endsley 1995, Endsley & Garland, 2000) identified three increasingly abstract levels that, across domains, were used by experts to provide context information. These are:
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1) *Perception*, in which the person perceives the status, attributes, and dynamics of relevant elements in the situation and their current states,

2) *Comprehension*, in which the person understands how the perceived elements can impact his/her situational goals;

3) *Projection*, in which the person estimates the future potential actions of elements in the environment in near-time, and

4) *Expectations*, in which the person posits specific future events\(^3\) involving objects or relationship in the situation that would or could be diagnostic for specific courses of action or decisions.

Inability to deal with situations involving adversarial interactions constitutes a key limitation of Endsley’s situational awareness framework. Other research, however, focused on the high-level narrative or story-based representations that people use to structure, reason about, and plan for sequences of interactions (e.g., Bruner, 1991; Mataes & Sanger, 1999). Integration of these two approaches was hampered in large part because of the significant differences in their formal and computational foundations, until the NIM framework resolved the conflict by adding an additional level of abstraction above the three situational levels. This higher level of context links situations to story-oriented representation of context, via representational levels for:

5) *Action Units*, in which the person identifies specific sets of events, that can be viewed as instances of an elementary unit of some general;

6) *Story Units*, in which the person anticipates or recognizes representing specific sets of actions units that can be treated as instances of a building block of a general narrative. Called Story Units (see Miller et al., 2006) these are building blocks of narratives that the person is aware could be unfolding in the current situation; and

7) *Plausible Narratives*, in which the person identifies and tracks a general narrative against the set of Action and Story units that are expected and/or recognized. In some cases, people are able to identify and track multiple alterative plausible narratives, though it appears generally difficult for people to do this. On the other hand, identifying multiple alternative narratives is often an explicit goal of individuals or teams in certain domains, such as intelligence analysis, criminal investigation, or market analysis.

These higher levels of the declarative representation create distinct levels of understanding of the interaction involving human motivations and intentions that give meaning to the situational information in the lower levels. The general features of our NIM working context theory are pictured in Figure 1 below.

---

\(^3\) An Event is a concept that interconnects specific agents or objects, relationships to other agents or objects, and specific temporal-spatial information. Its cognitive foundations are discussed in Barwise and Perry, 1983; Zacks et al. 2007; Radvansky and Zacks 2011).
Recommendations for GIFT

When considering an ITTS, context will play a critical role in managing the assessment space of a given scenario based on all of the interacting team-parts. The assessments will be used to infer skill and competency, and will ultimately be used to drive pedagogical decisions that aim at improving task performance and team behaviors. When considering the implementation of context oriented assessments within GIFT, there are multiple perspectives that must be addressed. In its current state, GIFT’s assessment logic for practice-based activities is configured within a Domain Knowledge File (DKF). It is within the DKF where a developer establishes a set of tasks that have context dependent conditions that drives real-time performance tracking for managing the selection of instructional strategies. For each represented task in the DKF, there is a start- and end-trigger that determine when certain conditions are active and dormant based on the environmental conditions in relation to the scenario GT and direct behaviors observed by the trainee. In GIFT’s current state, the DKF authoring schemas are relatively stable for individualized tasks, though this process can be quite complex. Introducing team elements can increase the complexity of this task substantially, though redundancies in the context representation across team role could be exploited to manage this complexity.

From an architectural standpoint, GIFT needs to support multiple users interacting within a single domain space, where models are configured to track relevant states across both individual and team-oriented objective. Previous projects exploring this challenge have applied a hierarchical representation of DKFs (e.g., Gilbert et al., 2017). In this case, each individual team member has a DKF specifying their individual tasks within the scenario as a whole. Above that is a team-based DKF that tracks states relevant at the composite level for each specified group (e.g., team communication, cohesion, etc.). The performance and behavior tracked at the individual level is used at the team level to monitor team objectives across a number of
competing objectives. The current issue with this approach is that each DKF operates independently and there is not a bi-directional component in terms of performance state reporting. In this instance, the performance state of an individual, as measured through their DKF, can influence assessments at the team-level, but that activity cannot re-orient the context of another team-member. It is in this fashion that GIFT’s architecture must be modified to support context modeling in a bi-directional capacity that allows the context of individual tasks to be directly influenced by actions taken by another team-member. Naturally, these construct representations need to be added within GIFT’s domain module where context models are applied across all trainee and team formalizations.

A rudimentary form of context model can be represented in GIFT’s current state through well-established start- and end-trigger specifications for each task and objective being tracked. However this is far from ideal and probably far from the minimal required to address in the discussions above of the specific case examples. What is missing are context relevant constructs at the individual level that are used to infer team states, and mechanisms to capture and propagate persistent or transitory interdependencies between and among teammates. For example, the effects of one teammate’s actions on a problem space may directly impact the context of another teammates objectives, with a communication requirement to dictate that change. In this instance, one teammate must perform specific duties and communicate critical information across team channels so the outcomes of tasks at one level can be accounted for at another level. For this purpose, GIFT needs to track successful communication practices across team members, which is a relevant team construct that needs to be represented in GIFT. However as noted earlier, determining whether the content of a communications is correct and situationally appropriate, or whether a needed communication did not occur, requires information only in the individual and team context representations. As a result, all the prior communications become (at least potentially) context for the assessment of the present and future communication. Importantly, these distinctions imply architectural relationships with the problem/mission simulation model. The context models must capture specific kinds of data to build and track the individual- and team context representations. This process of context modeling could plausibly be implemented using a NIM context model framework.

With the architectural components in place, the next perspective that must be addressed is the authoring workflows to establish this context oriented construct as it relates to specific scenarios and embedded assessments. The content required to construct the context model must be established in a way that is flexible and agnostic to the domain or task within which it is being applied. An author needs to establish individual and team context representations in addition to individual procedural knowledge. An important aspect that must be addressed in establishing dependent and interdependent relationships as it pertains across each individual team member and their associated task responsibilities and objectives. This also requires establishing interaction models that dictate how context is shared and updated across all individual members of a team. This in essence establishes context update triggers that are used to modify context oriented content across all interdependent teammates.

With context established within domain level assessments, pedagogical considerations must be addressed next. With new assessment methods in place, new pedagogical approaches and scaffolding models must be explored that examine the incorporation of context relevant data and indeterminacy. This requires embedding scenario relevant information in feedback scripts through automated mechanisms. A potential approach is designing feedback templates that can incorporate data inputs as they are derived from a training environment in real-time. This enables contextualized feedback as it relates to the specific interacting elements within the environment, where captured data within log files can be parsed for specific variable information that relates to the assessment that triggered the remediation materials. In addition, team-level pedagogy should include context relevant information as it pertains to other members of the team who are dependent upon or impacted by that individual’s interactions. Building out instructional strategies that address second- and third-order effects with context specific data will assist individuals in developing shared mental models that associate their role within a larger team context.
Conclusions

The construct of context representation is a critical component when considering the design of an ITTS capability. Computationally representing the interacting variables that constitute context is required to ensure assessment practices are appropriately linked across team members and account for dynamic changes in the interacting operational environment. In addition, research shows context representation improves with domain expertise, where establishing accurate representations of context should be a training objective that incorporates specific pedagogical interventions that target the identified skill sets. With a computational representation of context, assessment techniques can be investigated that target points of indeterminism, where an individual’s perceived context does not match ground truth, where specific impasses or misconceptions in understanding can be better recognized. By incorporating a context layer in an ITTS’s domain model, assessments and pedagogical interventions can be better managed based on dynamic changes in the task environment.
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Introduction

Most of existing intelligent tutoring systems (ITS) applications involve one or at most two interactive conversational avatars (CAs) and one student (Graesser et al., 2012; Hu, Morrison, & Cai, 2013). It is reasonable to consider a case where using multiple (two or more) avatars and multiple human learners are co-present in the same interactive intelligent tutoring environment (IITE). This chapter explores a computational model that assesses the quality of contributions of avatars and the verbal behavior of human learners during a sequence of turns in natural language interactions, where a “turn” in a conversation is the time one of the participants contribute. The total number of turns is the total number of contributions. This approach is a further development of an earlier chapter (Hu, Morrison, & CAI, 2013) in volume I of this series.

The collaborative exchanges we consider in this chapter follow some specific assumptions in the application scenarios, as specified below. However, we consider more general situations in the discussion section at the end. We consider a special IITE where conversations between avatars and human learners are focused on a theme topic, with the following assumptions:

A1: Avatars and human learners are aware (have memories) of recent contributions of other avatars and human learners.

A2: Avatars and human learners are equal. For avatars, they are either independently controlled by ITS engines or collectively controlled by a single ITS engine. Here ITS engine refers to something similar to the AutoTutor Conversation Engine (ACE, Nye, Graesser, & Hu, 2014).

A3: Contributions from each of the conversation participants (human or avatar) are in the form of natural language (NL) and in written form with a sequential order of the contributions. Time intervals between conversations are not considered in the current model.

A4: There are no simultaneous contributions from two or more participants.

A5: There is a semantic encoding method that is capable of computing the semantic similarity between any collections of NL contributions. Such semantic similarity measure can be used to create a semantic classifier that can group contributions into semantically equivalent groups.

Although IILE can be more general, in this paper, we specifically consider learning environments where conversations between avatars and human learners are focused on a theme topic.
Relevant research questions

There is a growing literature that investigates learning and performance processes in groups, as in the case of collaborative learning, collaborative problem solving, and collaborative work (Fiore et al., 2010; Graesser et al., 2018; Salas, Cooke, & Rosen, 2008; Shaffer, 2017; Stahl, Roschmann, & Suthers, 2006; Stahl & Rosé, 2013; Suthers, Dwyer, Medina, & Satrap, 2010). This literature emphasizes sociocognitive group processes, such as coordination, common ground, elaboration, regulation and integration of ideas. In this chapter, we apply these well-developed theoretical lenses in the context of the special IITEs to explore a computational model that characterizes avatars and human learner’s behavior.

Our approach builds on Group Communication Analysis (GCA), a methodology for quantifying and characterizing the discourse dynamics between learners in online multi-party interactions (Dowell, 2017; Dowell, Nixon, & Graesser, 2018 under-review). GCA applies automated computational linguistic analysis to the sequential interactions of participants in online group communication. GCA both captures the structure of the group discussion and quantifies the complex semantic cohesion relationships between learners’ contributions over time, revealing intra- and interpersonal processes in group communication. In doing so, this methodology goes beyond previous models for automated group communication, which often rely on counting the number of utterances exchanged between learners.

The GCA framework incorporates definitions and theoretical constructs that are based on research and best practices from several areas where sociocognitive processes, group interaction, and collaborative skills have been assessed. These include areas such as computer-supported collaborative learning (CSCL), computer-supported cooperative work (CSCW), teams, organizational psychology, assessment in work contexts and the PISA 2015 collaborative problem-solving framework. Despite differences in orientation between the disciplines where these frameworks have originated, the conversational behaviors that have been identified as valuable are quite similar, and the GCA provides six learning-relevant interaction measures (summarized in Table 1), which are briefly reviewed below (Dowell et al., 2018).

Posting a message on the forums is often operationalized by researchers and instructors as participation (Hrastinski, 2008) and considered a requirement for any online learning group interaction. It signifies a willingness and readiness of learners to externalize and share information and thoughts (Hesse, Care, Buder, Sassenberg, & Griffin, 2015). Participation, has been shown to have a beneficial influence on various learning outcomes, including retention rates, learner satisfaction, and social capital (Hrastinski, 2008). GCA approaches participation as a necessary, but not sufficient component for characterizing the interactions between MOOC learners.

Internal cohesion is a sociocognitive measure that can serve as a proxy for individual self-monitoring and reflection processes during peer interactions. That is, successful collaboration requires that each individual monitor and reflect on their own knowledge and contributions to the group (Barron, 2000; OECD, 2013); a behavior explained within self-regulation theory (Chan, 2012; Malmberg, Järvelä, & Järvenoja, 2017; Zimmerman, 2001). Consequently, during peer-learning individuals need to appropriately build on and integrate their own views with those of the group (Kreijns, Kirschner, & Jochems, 2003). Given that a participant’s current and previous contributions should be, to some extent, semantically related to each other, a measure of internal cohesion can indicate the extent to which they have monitored and reflected on their previous discourse (i.e. self-regulation). Overly high levels of internal cohesion might suggest that a participant is not evolving their thoughts, but rather reiterating the same static view. Conversely, low levels of internal cohesion might indicate that a participant has no consistent perspective to offer the conversation, and is echoing the views of others, or is only engaging at a surface level within discussion thread topics.
Learners must also monitor and build on the perspectives of their collaborative partners to achieve and maintain a shared understanding of the task and its solutions (Dillenbourg & Traum, 2006; Graesser, Dowllel, & Clewley, 2017; Hmelo-Silver & Barrows, 2008; Stahl & Rosé, 2013). In the CSCL literature this shared understanding has been referred to as knowledge convergence, or common ground (Clark & Brennan, 1991; Roschelle & Teasley, 1995). It is achieved through communication and interaction, such as building a shared representation of the meaning of the goal, coordinating efforts, and viewpoints of group members, and mutual monitoring of progress towards the solution. Responsivity is a sociocognitive GCA measure, which captures monitoring and regulatory processes externalized during communication with peers. This measure reflects the extent to which an individual monitors and incorporates the information provided by the peers in their new contributions. The measure is implemented by examining the semantic relatedness between the individual’s current contribution and the previous contributions of their collaborative partners. For example, if an individual’s contributions are, on average, only minimally related to those of their peers, it would the individual exhibits low responsivity.

The GCA’s social impact measure captures the extent to which a learners’ contributions are seen as meaningful, or worthy of further discussion (i.e. uptake), by their peers. Social impact is measured through the analysis of the semantic relatedness between the learner’s current contribution and those that follow from their collaborative partners. Individual messages that are more semantically related to the subsequent contributions indicate a high social impact of their authors on the unfolding group discourse.

Peer interactions provide the opportunity to expand the pool of available information, thereby enabling groups to reach higher quality solutions than could be reached by any one individual. However, despite the intuitive importance of (new) information sharing, a consistent finding from research is that groups predominantly discuss information that has been already shared (known to all participants) at the expense of information that has not been shared (known to a single member) (see Mesmer-Magnus & Dechurch, 2009 for a review). The distinction between given (old) information versus new information in discourse is a foundational distinction in theories of discourse processing (Price, 1981). Given information includes words, concepts, and ideas that have already been disclosed in the discourse; new information involves words, concepts and ideas that have not yet been mentioned, and builds on the given information or launches a new thread of ideas. The GCA captures the extent to which learners provide new information, compared to referring to previously shared information, with a measure called newness.

The team performance literature also advocates for concise communication between group members (Gorman, Cooke, & Kiekel, 2004). An example of this can be seen in formal teams, like military units, which typically adopt conventionalized terminology and standardized patterns of communication. It is suggested that this concise communication is possible when there is more common ground within the team and the presence of shared mental models of the task and team interaction (Klein, Feltovich, Bradshaw, & Woods, 2005). The GCA’s communication density measure was first introduced by Gorman et al.(2003) in team communication analysis to measure the extent to which a team conveys information in a concise manner. Specifically, the rate of meaningful discourse is defined by the ratio of semantic content to number of words used to convey that content.

Using this approach, we would be able to tackle topics and questions to improve collaborative IITE, including:

1. Characterize and quantify participants’ sociocognitive processes in IITEs.
2. Discover learner profiles or roles based on regularities in their communication patterns.
3. Understand how the individual sociocognitive measures and roles influence learning in IITEs.
4. Conduct fine-grain, real-time temporal analysis and assess the degree to which learners are occupying more or less productive roles.
5. Understand how role diversity and composition influence learner performance.
6. Create optimal group compositions in IITEs using multiple avatars and human learners.

Data Structure under Consideration

There are two ways that the sequential interactions of participant’s data can be organized. One fits the traditional method such that the data is organized in the form of tables or a matrix. In this case, the data are a collection of $L_{ent}$ of turn-based NL contributions from each of the $N$ participants, $n=1, ..., N$ are the index of the participants, and $t=1, ..., T$ are the index of the total turn-based NL contributions of the participants. Assumption A4 where no simultaneous contributions from two or more participants indicates that only one none empty $L_{ent}$ for any given $t$. The data under consideration will be equivalent to a matrix of $N \times T$, where elements are either a turn-based NL contribution or empty. $N$ is the number of participants, and $T$ is the number of conversation turns. In a two-dimensional data matrix, we do not have information for the “target” of the speech.

In order to capture all the interactions in the space, we start by use xAPI statements (ADL, http://adlnet.github.io/) To capture all details of the sequential interactions of participants’ data, including time of the contribution and the target of the speech, we use xAPI statements with four key components: “actor”, “verb”, “object”, and “target” with a timestamp of the natural order of the contribution of the participants. Specifically, these four components are included in the basic information of an xAPI statement:

- **actor** is a unique identifier for the participant (avatars or humans).
- **verb** is a collection of speech act classifiers such as “answered”, “asked”, etc. They are a small subset of xAPI vocabulary (http://xapi.vocab.pub/verbs/index.html).
- **object** would be the contribution of the actor, in natural language, and
- **target** of the contribution, which is a subset of all participating avatars and human.

In xAPI statements, a four-dimensional array can be extracted, where the first dimension (actor) has possible of $N$ values (N learners or avatars), the second dimension (verb) has one of $K$ possible values (i.e., a speech act), the third dimension would be the contribution of the actor in NL, and the fourth dimension is target. It may have up to $2^N$ possible values; the fifth dimension would be the timestamp. Consider that there are only a finite number of contributions considered in a given IITE, we assume the fifth variable is discrete and is used only for the index of contribution order. An example of an xAPI statement is attached in the appendix.

Individual Conversation Characteristic Curve (ICCC)

We introduce Individual Conversation Characteristic Curve (ICCC) as mathematical model for each of the participants in an IITE. It can be used to compute each of the GCA measures at any given turn. ICCC for any of the participants is a sequence of $T$ six-dimensional real valued vectors, where the six dimensions correspond to the six GCA measures. To help the rest of the discussions, we introduce the following notations: For each of the xAPI statement, $S_t$, there are the following critical elements:

- $p_t \in \{p_1, ..., p_N\}$, participant who made contribution at time $t$,
- $v$: speech act of $p_t$,
- $l$: the NL language contribution made $p_t$,
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5 call it matrix, but entries are not numerical values. They are NL contributions.
6 This would be the list of verbs included in the xAPI vocabulary.
7 Consider the possible case that user self elaborates so the object would the “self”.

---
- \( g_t \subseteq \{p_1,...,p_N\} \), subset of participants that are target of \( p_t \) contribution,
- \( t \): the timestamp of \( p_t \) contribution.

Additional values from xAPI statements at or before time \( t \):
- Cumulative contribution for \( p_n \) is \( L_{cnt} = \cup \{ l_i | p_n = p_i, i=1,...,t \} \).
- Cumulative target of \( p_n \) is \( G_{n,t} = \cup \{ g_i | p_n = p_i, i=1,...,t \} \).
- Cumulative contributions for any participant are \( U_t = \cup \{ L_{n,t} | n=1,...,N \} \).

For any \( t \), the \( t^{th} \) vectors is computed from a \( t^{th} \) xAPI statement in the learning record store (LRS) and vectors are computed from earlier turns. Each of the six GCA dimensions \( A \) (Participation), \( B \) (Responsivity), \( C \) (Internal Cohesion), \( D \) (Social Impact), \( E \) (Newness), and \( F \) (Communication Density), all are computed numerically and indexed by the contribution order, \( t \). Assume a given IITE involves \( N \) participants, \( p=\{p_1,...,p_N\} \), each time \( t \), one (and only one) of participants contribute \( L_t \) addressing to a subset \( T_t \) of participants.

**Constructing ICCC**

With the notations introduced above, we outline algorithms for computing ICCC from xAPI statements. We consider participant \( p_n \) \( (n=1,...,N) \). Let \( (A_{n,t}, B_{n,t}, C_{n,t}, D_{n,t}, E_{n,t}, F_{n,t}) \) be the \( t^{th} \) vector of ICCC for \( p_n \). With \( (p_t, v_t, l_t, g_t, t) \) in each of the LRS statements and derived values \( L_{cnt} \) and \( G_{n,t} \) at or before time \( t \), values of \( (A_{n,t}, B_{n,t}, C_{n,t}, D_{n,t}, E_{n,t}, F_{n,t}) \) can be constrained, in the following qualitative fashion. Consider any participant \( p_n \) at time \( t \):
Table 1: GCA Measures and Computations

<table>
<thead>
<tr>
<th>Measure</th>
<th>Description</th>
<th>Computation</th>
</tr>
</thead>
</table>
| Participation            | Mean participation of any participant above or below what you would expect from equal participation in a group of the size of theirs | \( A_{n,t} \) increase in two cases:  
  - if \( p_n \) is the participant at \( p_t \), namely, \( A_{n,t} \geq A_{n,(t-1)} \) if \( p_t = p_n \)  
  - if \( p_n \) is one of the target of other participant, namely \( A_{n,t} \geq A_{n,(t-1)} \) if \( p_n \in g_t \) and \( p_t \neq p_n \)  
  In addition \( A_{n,t} \) may also be a function of semantic density of \( l_t \), which is also used for other GCA measures. |
| Overall Responsivity     | Measure of how responsive a participant’s contributions are to all other group members’ recent contributions | \( B_{n,t} \) is a function of two cases, if \( p_n \) is the participant at \( p_t \),  
  - the semantic overlap between \( l_t \) and \( U_{(t-1)} \), namely, \( B_{n,t} \), is a monotonic function of semantic similarity between \( U_{(t-1)} \) and \( l_t \),  
  - \( g_t \) is non-empty. namely, \( B_{n,t} \geq B_{n,(t-1)} \) if \( p_t = p_n \) and \( g_t \neq \emptyset \). |
| Internal Cohesion        | How semantically similar a participant’s contributions are with their own recent contributions | \( C_{n,t} \) is a monotonic function of semantic similarity between \( L_{n,(t-1)} \) and \( l_t \) if \( p_n \in g_t \). Namely, \( C_{n,t} = f(S(L_{n,(t-1)}, l_t)) \), if \( p_n \in g_t \), where \( S \) is the semantic similarity measure between \( L_{n,(t-1)} \) and \( l_t \), and \( f \) is a monotonic function. |
| Social Impact            | Measure of how contributions initiated by the corresponding participant have triggered follow-up responses | \( D_{n,t} \) is related to three factors:  
  - \( D_{n,t} \) is a monotonic function of \( S(L_{n,(t-1)}, l_t) \) when \( p_t \neq p_n \)  
  - \( D_{n,t} \) increases if \( p_t \neq p_n \) and \( p_n \in g_t \).  
  - \( D_{n,t} \) increases if \( G_{n,(t-1)} \subset G_{n,t} \). |
| Newness                  | The amount of new information a participant provides, on average             | \( E_{n,t} \) is a monotonic decreasing function of \( S(L_{n,(t-1)}, L_t) \) if \( p_t = p_n \). |
| Communication Density    | The amount of semantically meaningful information                            | \( F_{n,t} \) is a value is computed as a function of semantic density of \( l_t \). |

To compute all GCA measures for a participant, \( A_{n,t} \) and \( B_{n,t} \) depend on the frequency of contributions and frequency of being targeted in other participant’s contributions. All six measures either partly or entirely depend on content of the contributions. For example, the values \( S(U_{(t-1)}, l_t) \), \( S(L_{n,(t-1)}, l_t) \) used for for \( B_{n,t} \) \( C_{n,t} \) \( D_{n,t} \) \( E_{n,t} \) \( F_{n,t} \) are the semantic similarity between \( L_{n,(t-1)} \) and \( l_t \). Semantic density contributes to the computation of \( A_{n,t} \) and \( F_{n,t} \). While frequency of contribution and frequency of being targeted in other’s contributions requires no further clarification, we observe that semantic analytic methods are essential for the computation of ICCC. We will use the next section to focus on semantic analysis.

Semantic Representation and Analysis (SRA)

The task of semantic analysis for computing ICCC vectors in this chapter is simple. One needs to be able to represent Cumulative contribution for \( p_n \), namely, \( L_{n,(t-1)} \) and \( p_t \)’s current contribution \( l_t \) and compute their semantic similarity. This task requires (1) semantic encoding of a collection of sentences in each turn and (2) numerically computing the similarity between any two sets of sentences. There are a number of methods in computational linguistics (Riordan & Jones, 2011), especially corpus linguistics developed for the above task. For example, the well-known Latent Semantic Analysis (LSA, Deerwester, Dumais, Furnas, Landauer, & Harshman, 1990; Landauer, Foltz, & Laham, 1998) represent semantics of words, sentences, and documents in the form of numerical vectors and semantic similarity between any two items (word,
sentence, or document) are computed as the cosine of the corresponding vectors of the two items. Similarly, High dimensional Analogue of Language (HAL, Burgess & Lund, 1995), Latent Dirichlet Allocation (LDA, Blei, Ng, & Jordan, 2002; Steyvers & Griffiths, 2007; Steyvers, Smyth, Rosen-Zvi, & Griffiths, 2004) achieves a similar goal but is based on a different algorithm for extracting semantic representation vectors and different computational algorithms for computing semantic similarity. Instead of using specific semantic encoding method in computing ICCC vectors, we chose to consider a generic semantic analytic framework that are applicable to most of the existing approaches. This framework is called Semantic Representation and Analysis (SRA, Hu et al., 2014). SRA is based on three basic assumptions that are critical to existing vector-based semantic encoding methods such as LSA, HAL, and LDA. The three assumptions are:

1. **Hierarchical**: Semantics of different levels of a language entity may be represented differently.
2. **Algebraic**: The semantics of any level of language entities must be capable of being represented numerically or algebraically.
3. **Computational**: The semantic representations of a higher-level language entity are computed as a function of semantic representations for its lower-level language entities. At the lowest level of language entities, a numerical semantic comparison measure must exist between any two items (e.g., words).

The above three assumptions, especially the third assumption, make it possible to introduce the concept of *Induced Semantic Structure* (ISS) at the lowest level of the semantic space. Intuitively, ISS can be understood as the nearest neighbor (NeNe) that researchers uses to judge appropriateness of a semantic space. Given a semantic space, ISS is an L x L matrix where W is the number of tokens\(^8\) in a given language. The element \((i,j)\) in such a matrix will be the semantic similarity between token \(i\) and token \(j\). The numerical values for each of the elements \((i,j)\) serves several roles in addition to being elements in a Matrix. They are used to derive the NeNe for each of the tokens. Given any row \(i\), the values are semantic similarities between token \(i\) and all other tokens. It is straightforward to create order of the numerical values of the semantic similarity to obtain NeNe of token \(i\) with respect to other tokens. Since the numerical values of semantic similarity are only used to derive the ordering in NeNe (See Table 2 as an example of NeNe). NeNe no longer explicitly contains detailed semantic processing details, such as vector representation and semantic similarity computations. With this special property, one can ask the following intuitive questions about similarity of any two tokens: what is the overlap between the top \(N\) NeNe of token \(i\) and \(j\)? How does the overlap vary when one changes the value of \(N\)? These intuitions helped Hu et al. (Hu et al., 2014) introduce alternative semantic similarity measurements within the SRA framework. We propose to use those measures of semantic similarity in computing ICCC, in particular, the *combinatorial semantic similarity* between two tokens (Landauer, Foltz, & Laham, 1998)

---

\(8\) Also the smallest language entities in a given language. In the case of English, a typical token is a word, but could also be meaningful symbols.
Table 2: NeNe for “life” from LSA Spaces Generated from TASA Corpus for Three Grades.

<table>
<thead>
<tr>
<th></th>
<th>6th</th>
<th>9th</th>
<th>12th</th>
</tr>
</thead>
<tbody>
<tr>
<td>life</td>
<td>life</td>
<td>death</td>
<td></td>
</tr>
<tr>
<td>reincarnation</td>
<td>contemplated</td>
<td>lifetime</td>
<td></td>
</tr>
<tr>
<td>premiums</td>
<td>reincarnation</td>
<td>lifetime</td>
<td></td>
</tr>
<tr>
<td>policyholder</td>
<td>sai</td>
<td>hamlin</td>
<td></td>
</tr>
<tr>
<td>premium</td>
<td>pipal</td>
<td>pipal</td>
<td></td>
</tr>
<tr>
<td>sai</td>
<td>nirvana</td>
<td>nirvana</td>
<td></td>
</tr>
<tr>
<td>cycles</td>
<td>lifetime</td>
<td>zarathustra</td>
<td></td>
</tr>
<tr>
<td>holdover</td>
<td>death</td>
<td>ahuramazda</td>
<td></td>
</tr>
<tr>
<td>condemning</td>
<td>hinduism</td>
<td>ahriman</td>
<td></td>
</tr>
<tr>
<td>chekhov</td>
<td>afterlife</td>
<td>policyholder</td>
<td></td>
</tr>
<tr>
<td>capitall</td>
<td>excerpted</td>
<td>romantics</td>
<td></td>
</tr>
<tr>
<td>pipal</td>
<td>ribman</td>
<td>essayists</td>
<td></td>
</tr>
<tr>
<td>nirvana</td>
<td>reaffirm</td>
<td>sai</td>
<td></td>
</tr>
<tr>
<td>hinduism</td>
<td>militarily</td>
<td>beaumarchais</td>
<td></td>
</tr>
<tr>
<td>span</td>
<td>kindless</td>
<td>1658</td>
<td></td>
</tr>
<tr>
<td>priori</td>
<td>condemning</td>
<td>pseudonym</td>
<td></td>
</tr>
<tr>
<td>maturity</td>
<td>premiums</td>
<td>poquelin</td>
<td></td>
</tr>
<tr>
<td>immoral</td>
<td>premium</td>
<td>ribman</td>
<td></td>
</tr>
<tr>
<td>humane</td>
<td>policyholder</td>
<td>kindless</td>
<td></td>
</tr>
</tbody>
</table>

Combinatorial Semantic Similarity

Combinatorial semantic similarity (CSS) is one of three similarity measures introduced in SRA framework (Hu et al., 2014). CSS between any two tokens are computed in the following steps:

- Obtain NeNe from each of the tokens. It is possible that the NeNe are derived from two completely different semantic encoding algorithms.
- Choose a large integer $N$ (can be any positive integer). Denote $C_1 = \{x | x \text{ is in the top } N \text{ NeNe of Token 1}\}$, $C_2 = \{x | x \text{ is in the top } N \text{ NeNe of Token 2}\}$.

The Combinatorial semantic similarity with top-NeNe is computed as simple set operation of $C_1$ and $C_2$: and is computed as the number of tokens in the join of $C_1$ and $C_2$ divided by the number of tokens in the union of $C_1$ and $C_2$.

CSS can be used to compute $S(L_{n,t-l_t}, l_t)$ for a participant’s *Internal Cohesion* and *Social Impact* at time $t$. With the SRA framework within the ISS, for any collection of tokens (such as a sentence), additional measures can be obtained. For example, Figure 1 shows NeNe of a sentence “Force is a key concept in Newtonian physics”. Not only does it list the NeNe, but it also has the term weights of the all the associated tokens. The values can be used to measure *Communication Density*. A simple measure would be to use the following algorithm: If $l_t$ contains $K$ tokens, then the sum of the top $c*K$ NeNe term weights would be used to compute of $F_{n,t}$, namely, $F_{n,t}$ is monotonically related to the term weight of top $c*K$ NeNe, where $c$ can be an integer greater than 1.
Figure 1. Demonstration of SRA. The NeNe of a Sentence. The Third Column Lists the Term Weight of the Associated Tokens.

Conclusions

In this chapter, we considered basic data structure from an IITE where multiple participants contribute in a group discussion. We propose to use xAPI statements to capture the dynamic nature of the interaction and provide basic algorithms for computing individual GCA measurements for each of the participants as a function of the contribution order (time). The change of GCA values from time to time characterize each individual’s interaction with the team. Previous studies use GCA for group as post-hoc evaluation of the team and individuals. With the ICCC proposed in this Chapter, we are able to evaluate team and individuals in real time. With real time evaluation, it is possible to monitor and regulate IITE to maximize the effectiveness of group discussion in learning/training. For computational purposes, we have also recommended a general semantic analytical framework for computing semantic similarity between the contributions of the participants.

Earlier of this chapter, we have outlined six relevant research topics and questions for this work. To tackle these topics and questions we would suggest using the proposed GCA-based ICCC approach to characterize and quantify learners sociocognitive processes in real-time. Such information can then be fed back into the
IITE and provide support in cultivating learners with self-regulatory and collaborative skills. This feedback could be presented as the individual GCA measures or temporal cluster analysis of the GCA based ICCCs could be used to depict a more holistic learner engagement profiles. Both of these feedback options would allow learners to assess the degree to which they are occupy more or less productive roles within the conversation, and adjust their contributions accordingly. Further, real-time ICCC information can be used to create optimal group compositions and participant diversity, by altering the CA’s sociocognitive interaction approach through the GCA measures.

**Recommendations for Future Research**

Below we have provided a list of research and development questions for the future, especially for GIFT-like framework for team learning environments.

1. With ICCC, namely, GCA measurement for each individual immediately after his/her/its contribution, we may be able to ask theoretical questions that the previous application of GCA (mostly post-hoc) could not. For example, how likely is an individual (human) sensitive to the change of their GCA measurements during group interaction? How effective are the GCA-based feedback contributions? How can we maximize team learning with balanced GCA distributions for each individual participant?
2. In this Chapter, we outline our algorithms in qualitative fashion. What are the best computational formulae that are consistent with the qualitative constraints?
3. We have used SRA as generic framework for semantic similarity computation. In real applications, we need to either use one such as LSA or a combination of several computations. How can we select the best semantic engine to perform the semantic similarity computation?
4. We have proposed to use xAPI statements to capture the dynamic group interaction in team-based learning environments. However, in the existing xAPI vocabulary, there are only limited verbs that are not covering variety of speech acts in group discussions. Should we consider a standard set of vocabularies for xAPI statements for group learning/training?
5. In this chapter, we generically consider that members of IITE are participants in the conversation (human or avatar). In the case of intelligent tutoring systems (ITS), it is conceivable that some of the participants may not be a machine rather than a human. The question is how to maximize the role of ITS participants when they are blended with a group of human learners?
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Appendix

xAPI statements for **actor, verb, object, context** for generating ICCC.

```
"actor": {
  "mbox": "mailto:JohnDoe@emailaccount.com",
  "objectType": "Agent",
  "name": "John Doe"
},

"verb": {
  "id": "http://adlnet.gov/expapi/verbs/answered",
  "display": {
    "en-US": "answered"
  }
},

"object": {
  "objectType": "Activity",
  "id": "http://www.example.com/activities/discussion",
  "definition": {
    "extensions":{
      "http://www.example.com/discussion": {
        "timeTaken": 675,
        "timeStart": "2018-01-16T16:18:57.581Z",
        "contribution": "Making very good sense!"
      }
    }
  }
}
```

```
"http://www.example.com/answerto": {
  "member1": {
    "mbox": "mailto:team_member1@emailaccount.com",
    "objectType": "Agent",
    "name": "Team Member 1"
  }
}
```

```
"http://www.example.com/target": {
  "member1": {
    "mbox": "mailto:team_member1@emailaccount.com",
    "objectType": "Agent",
    "name": "Team Member 1"
  },
  "member2": {
    "mbox": "mailto:team_member2@emailaccount.com",
    "objectType": "Agent",
    "name": "Team Member 2"
  }
}
```


Core Ideas

The chapters in this section focus on the socio-cultural aspects of team tutoring in intelligent tutoring systems (ITSs). Team interactions are inherently social in nature. Whether teams are communicating with each other through typed messages, verbally, or using hand signals, communication itself is vital to being able to perform a team task. The amount, type of, and focus of team communications may differ based on the domain or tasks that are being engaged in. However, it is important for any ITS for teams to have approaches to deal with team communications and to account for the subtleties of social interactions that occur between teammates.

While team communication is particularly difficult to deal with in real-time for ITSs, it is important to put considerations into place about how a team may communicate and interact with each other. Even if an ITS cannot semantically process the meaning of typed communication between teammates in real-time, the communication may be vital for them to complete their team task. Therefore, it may be important to allow communication to happen and for socio-cultural interactions to occur, even if it cannot be used for real-time assessment, but instead to facilitate the task performance. As demonstrated in the chapters within this section, an understanding of the social interactions that occur between teammates and the change in dynamics when approaching a novel task can be important to assess even after the fact, and can lead to improvements in the way that researchers and educators structure their ITSs for teams. Since the Generalized Intelligent Framework for Tutoring (GIFT) is a domain-independent framework, the approaches that are put in place for authoring team tutors should account for and allow for varying socio-cultural interactions, including those discussed in the chapters in this section. Namely, the types of teammates should be flexible (e.g., all human, mix of human and computer-based), the types of communication should be flexible, consideration should be given to how to semantically process communication, and there should be an understanding that team tasks may change dynamically such that the people within the team may shift tasks/responsibilities as needed.

The chapters in this section collect a number of different issues and considerations that are important to the socio-cultural aspects of team tutoring. As demonstrated in the chapters in this section, while a team will need to communicate with each other, the composition of the types of team members may differ greatly. There may be teams that are comprised of humans, or a mix of human and computer-based teammates. Some of the issues that arise with a mix of types of teammates are the feelings that the human teammates have toward non-human teammates. This issue has been captured in the following chapters through the discussions of sentimt towards non-human teammates and through the use of trialogues. Additionally, based on the task that the team is engaging with, the team itself, or the demands of the task may change abruptly, and the team will be required to adapt accordingly in dynamic situations. Further, as social interactions in a computer-based team tutoring situation are mainly based on verbal and typed communication, it is important to have approaches to interpret and assess this information in real-time as well as near-real time. All of the chapters in this section approach different aspects of team socio-cultural interactions, while providing suggestions and improvements on how the issues can be dealt with in an ITS for teams.
Individual Chapters

The chapter by **Hao, Zapata-Rivera, Graesser, Cai, Hu and Goldberg**, “Towards an Intelligent Tutor for Teamwork: Responding to Human Sentiments” describes a collaborative problem solving activity between two individuals who work together in a simulation task and interact with virtual agents. For their research, they collected data from a large number of teams using Amazon Mechanical Turk and examined the conversations that occurred between the team members. The sentiment associated with the conversations were coded. Several causes of negative sentiment were determined, and the authors provide suggestions on how to reduce negative sentiments toward virtual agents in future ITSs. The authors point out that team tutoring provides an opportunity for researchers to collect conversational information to determine what the individuals think of the agents that they are interacting with, and that this information can be leveraged to improve implementations of agents in tutors.

The chapter by **Gorman, D’Mello, Stevens, and Burke**, “Characteristics and Mechanisms of Team Effectiveness in Dynamic Environments” discusses the common team dynamics that are present in diverse dynamic environments. There is special emphasis put on the fact that real-world task environments can frequently change and that novel situations may be encountered. The authors provide a description of effective team strategies, and how a team may adjust their communication and behaviors based on novel events that occur, as well as changes that may occur in team membership. Further, the characteristics of effective teams in dynamic environments are discussed.

The chapter by **Cai, Hampton, Graesser, Hu, Cockroft, Shaffer, and Dorneich**, “Roles of Talking Agents in Online Collaborative Learning Environments” discusses the benefits of including conversational agents within collaborative learning environments. The authors provide examples and summaries of different types of environments and talking agents that have been created and used with ITSs through the years. The benefits of using these agents in ITSs are discussed, and recommendations are provided on how they could be implemented in GIFT.

The chapter by **Foltz**, “Automating the Assessment of Team Collaboration through Communication Analysis” discusses approaches that have been used for analyzing team communication that happens during team tasks. A communication analysis pipeline is described, and the process of speech recognition and content modeling is explained. The book chapter describes the different domains that the approaches have been used in, and how it can be leveraged to predict performance. The chapter discusses the benefits of having near-real time analysis and modeling of communication in teams.
Introduction

An intelligent agent can play a significant role in interactive learning, assessment, and teamwork (Baylor, 2011; Johnson, Phillips, & Chase, 2009; Chou, Chan, & Lin, 2003; Johnson & Lester, 2016; Kumar, Ai, Beuth, & Rosé, 2010; Moreno, Mayer, Spires & Lester., 2001; Schroeder, Adesope, & Gilbert, 2013). Like Barrón-Estrade, Zatarain-Cabada, Oramas-Bustillos and González-Hernández (2017) and Louwerse, Graesser, Lu, and Mitchell (2005), we believe that a good intelligent agent system should not only provide reasonable content responses to humans but also appropriately react to human opinions (e.g., sentiments, attitudes) about the virtual agent’s responses. Therefore, we think that measuring and using human opinions, particularly negative ones, about the virtual agent’s responses in real time can play an important role in developing a better responding mechanism.

It is challenging to obtain human opinions about the virtual agents in real time for the intelligent tutoring system (ITS) with a single human participant. Post-task surveys are generally used to evaluate how satisfied humans are with the virtual agents at the end of the task. Think-aloud protocols are used to probe how humans interact with the virtual agent in real time. However, the post-task survey approach cannot capture real-time opinions of humans toward the virtual agents, whereas the concurrent think-aloud approach is often too intrusive and may get in the way of eliciting the real opinions from the human participants. As such, there is not much opportunity to capture the evidence of human opinions against the virtual agent in real time.

However, when we extend the ITS to support multiple human participants, e.g., team work, it becomes possible to capture human participants’ opinions towards the virtual agents in real time because these opinions may be embedded in the communications among the human participants. Understanding what causes negative sentiments and what causes positive sentiments against the virtual agents allows researchers to improve their design of how the virtual agents should interact with the team members.

In this chapter, we show how we measured human opinions about a virtual agent’s responses in real time and explored the possible causes within a problem-solving task. We then identified agent-created situations that are likely to induce negative sentiments and developed a virtual agent responding mechanism in order to achieve a better ITS for teamwork. In our collaborative problem-solving task, two humans collaborate via text chat to work on a simulation task about volcano science, in which they interact with two conversational virtual agents (Hao, Liu, von Davier & Kyllonen, 2015; Liu, Hao, von Davier, Kyllonen, & Zapata-Rivera, 2015). We chose this task as an illustration of our exploratory work because the human-human conversations contain rich information that can be mined regarding their sentiments toward the virtual agents.

METHODS

Simulation Task

151
The simulation task used in this study is part of the ETS Collaborative Science Assessment Prototype (ECSAP, Hao, Liu, von Davier, & Kyllonen, 2017b) and has been modified from a single-user simulation, the Volcano Trialogue. The Volcano Trialogue simulation was implemented using authoring tools such as conversation-space diagrams (Zapata-Rivera, Jackson, & Katz, 2015) and a version of the AutoTutor Script Authoring Tool (Cai, Graesser, & Hu, 2015) that focuses on assessment, called ASATA. In the Volcano Trialogue simulation, a human participant interacts with two virtual agents (see Graesser, Li, & Forsyth, 2014), one as a peer student (Art) and another as a professor (Dr. Garcia), to complete a task on volcano science (Zapata-Rivera et al., 2014). In the collaborative version of the simulation, Tetralogue (Hao et al., 2015; Liu et al., 2015), there is one additional human participant being added to the task. The two human participants collaborate (via text-mediated chats) with each other to interact with the two virtual agents to complete the volcano science task. We show a screenshot of the Tetralogue simulation in Figure 1.

![Tetralogue Simulation](image)

All of the turn-by-turn conversations and timestamped responses to the questions were recorded in a carefully designed log file (Hao, Smith, Mislevy, von Davier & Bauer, 2016). The conversations were used to measure collaborative problem solving (CPS) skills (Liu et al., 2015), while the responses to the in-simulation science items were used to measure science inquiry skills. Among the conversational turns between the human participants, there are many that express their opinions towards the virtual agents. These opinion-bearing communication acts provide an opportunity for us to understand what opinions human display under what circumstance. The general procedure to leverage this is straightforward. We first develop an automated sentiment detector that can detect the sentiments among the human conversations related to the virtual agents. Then we identify the situations that cause negative sentiments towards the virtual agents. Based on this, we can develop a responding mechanism that specifies how the virtual agent should react to particular situations in order to maintain an appropriate environment for productive collaboration.

**Data Collection and Annotation**

We collected data from 483 dyadic teams recruited from Amazon Mechanical Turk. Among them, we found that 227 teams explicitly mentioned the names of the virtual agents (Art or Dr. Garcia) in their conversations. A statement can be also classified into either a factual or opinion statement. For opinion
statements, there are two key components, the target and sentiment (Liu, 2012). Since our interest is in the human opinion toward the virtual agents, the proxies of the opinion targets of interest should be the names of the virtual agents. Sentiment is defined as the underlying feeling, attitude, evaluation, or emotion associated with an opinion. It is represented as a triple (y, o, i), where y is the type of the sentiment, o is the orientation of the sentiment and i is the intensity of the sentiment (Liu, 2012). The orientation and intensity of sentiment can theoretically be on different scales. In our work, we consider the simple scale such as positive (+1), negative (-1) and neutral (0).

![Sentiment Distribution](image)

**Figure 2.** The left panel shows the overall distribution of the sentiment per each turn of conversations. The negative (-1), neutral (0) and positive (1) sentiments are denoted in different colors. The right panel shows the distribution of the total sentiment observations of each team.

Two human coders assigned sentiments to a total of 428 turns of conversations that contain the virtual agent’s names, and achieved an agreement of 0.83 when we computed Cohen’s unweighted Kappa. Each team could have several turns of conversations and each of them has an assigned sentiment, so we computed a team sentiment score as the sum of the sentiments of each turn of the conversations in a given team. In Figure 2, the left panel shows the distribution of the sentiment scores from all conversations of all teams. The right panel shows the distribution of team sentiment scores. It is apparent that the majority of the teams show a neutral team sentiment (0) but there are more teams showing negative (-1) than positive (+1) sentiments. To give readers a sense about these sentiment-bearing conversations, we listed some typical conversations from three teams in the Table 1.
Table 1. Some typical conversations belong to different sentiment categories. We highlighted the virtual agents’ names in red color. The A and B denote the two team members.

<table>
<thead>
<tr>
<th>Team ID</th>
<th>Conversations</th>
<th>Sentiment</th>
</tr>
</thead>
<tbody>
<tr>
<td>tetralogue1485_tetralogue1403</td>
<td>A: mine i don't know what this Art guy is looking at.</td>
<td>negative</td>
</tr>
<tr>
<td></td>
<td>B: and Art is creepy.</td>
<td>negative</td>
</tr>
<tr>
<td></td>
<td>A: Because Art is a thief and a fool.</td>
<td>negative</td>
</tr>
<tr>
<td></td>
<td>A: yes so this Art guy obviously slept through his degree.</td>
<td>negative</td>
</tr>
<tr>
<td></td>
<td>A: ok let's say yes but if Art tricks us I swear....</td>
<td>negative</td>
</tr>
<tr>
<td>tetralogue2032_tetralogue1358</td>
<td>A: Yes Art, you are smarter than me.</td>
<td>positive</td>
</tr>
<tr>
<td></td>
<td>A: Maybe we can respond by asking Art about the rest of the dates?</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td>B: oh Art!</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td>A: Yes, Art.</td>
<td>positive</td>
</tr>
<tr>
<td></td>
<td>A: This is all Art.</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td>A: I don’t agree with Art.</td>
<td>neutral</td>
</tr>
<tr>
<td>tetralogue1507_tetralogue1457</td>
<td>A: Hello Dr. Garcia.</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td>B: oops, Art’s notes says his notes are for seismometers 1,2,3.</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td>Whereas mine only indicates seismometer 1.</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td>B: I would keep keep Art’s note.</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td>B: I agree with Art.</td>
<td>neutral</td>
</tr>
<tr>
<td></td>
<td>A: let's agree with Art.</td>
<td>neutral</td>
</tr>
</tbody>
</table>

Potential Causes of the Negative Sentiments

The team sentiment that we defined in the previous paragraph provides a convenient way for us to identify those teams that show strong negative sentiments. This will further allow us to examine the corresponding behaviors and responses of the virtual agents in those teams, based on which we can identify and classify the potential causes of the negative sentiments. In Table 2, we listed the major causes of some typical negative sentiments from teams in which team sentiments were -2 or lower (18 teams out of 66). The main causes for negative statements were multifaceted. The first could be attributed to using text from the user’s note on Art’s note (19%). The version of the system for this study used text from one of the user’s notes to create a note for Art that used a different number of seismometers; this gave the user an opportunity to compare the quality of two similar notes. However, some users did not like seeing similar text in Art’s note. A second main cause could be attributed to lacking trust in the virtual agents’ capabilities (human vs. machine) (24%); some users did not trust the virtual agent’s capabilities to “do” the assigned work because they were merely virtual agents. A third cause is attributed to the virtual agents’ appearance (17%); although virtual agents for this version of the system were adult characters (see Figure 1), some users did not like the appearance of the virtual agents. A fourth was a combination of causes a-c (12%). A fifth was attributed to default responses to “Other” statements (6%); when the system does not know how to respond to a particular statement, the statement is classified as “Other”; some users did not like the default response to “Other” statements.
Table 2. Distribution of major causes of negative sentiments for teams with total negative statements of -2 or less.

<table>
<thead>
<tr>
<th>Cause</th>
<th>Count</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using user text on Art's note</td>
<td>19</td>
<td>41%</td>
</tr>
<tr>
<td>Lack of trust in virtual agents’ capabilities (Human vs. Machine)</td>
<td>11</td>
<td>24%</td>
</tr>
<tr>
<td>Virtual agents’ appearance</td>
<td>8</td>
<td>17%</td>
</tr>
<tr>
<td>Combination of 2 or 3 of the above</td>
<td>6</td>
<td>12%</td>
</tr>
<tr>
<td>Default response to ‘Other’</td>
<td>2</td>
<td>6%</td>
</tr>
</tbody>
</table>

A similar distribution was observed for teams whose total negative sentiments was -1 (48 teams out of 66; see Table 3). The main causes for negative statements were (a) using text from the user’s note on Art’s note (19%), (b) statements demonstrating lack of trust in virtual agents’ capabilities (44%), and (c) virtual agents’ appearance (17%).

Table 3. Distribution of major causes of negative sentiments for teams with total negative statements of -1.

<table>
<thead>
<tr>
<th>Cause</th>
<th>Count</th>
<th>Proportion</th>
</tr>
</thead>
<tbody>
<tr>
<td>Using user text on Art’s note</td>
<td>9</td>
<td>19%</td>
</tr>
<tr>
<td>Lack of trust in virtual agents’ capabilities (Human vs. Machine)</td>
<td>21</td>
<td>44%</td>
</tr>
<tr>
<td>Virtual agents’ appearance</td>
<td>8</td>
<td>17%</td>
</tr>
<tr>
<td>Default response to ‘Other’</td>
<td>4</td>
<td>8%</td>
</tr>
<tr>
<td>Other cases</td>
<td>3</td>
<td>6%</td>
</tr>
<tr>
<td>Technical issue</td>
<td>3</td>
<td>6%</td>
</tr>
</tbody>
</table>

Response Mechanism

In most ITS for individual learners, the virtual agent’s response mechanism primarily focuses on providing useful content information to the human participants. However, when we extend the ITS to teamwork, we will have the additional opportunity to detect human participants’ sentiments towards the virtual agents. Based on this information, we should expand the traditional virtual agent response mechanism by including appropriate responses to mitigate the negative sentiments. In general, participants should be informed about the capabilities of the system in order to avoid unreasonable expectations at the beginning of the task. Then, in the process, the ITS should implement a detector to identify negative sentiments and a classifier to classify the detected negative sentiments. Based on the classification, some scripts can be designed to mitigate the escalation of these situations. In Table 2 and 3, we listed some causes of the negative sentiments. However, some of the causes, such as the “Using user text on Art’s note” are task specific and can be fixed by revising the task design. But some causes, such as “Lack of trust in virtual agents’ capabilities” could be pretty generic across a wide range of tasks and cannot be easily removed by redesigning the task. In Table 4, we listed some sample responses from the virtual agent after detecting certain categories of causes of negative sentiments that are generic across different tasks.
Table 4. Sample responses from the virtual agent after detecting a negative sentiment category

<table>
<thead>
<tr>
<th>Cause</th>
<th>Sample responses to mitigate the negative sentiments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lack of trust in virtual agents’ capabilities (Human vs. Machine)</td>
<td>Virtual agent: Although I am a virtual character, I have been programmed by experts to help you through this task.</td>
</tr>
<tr>
<td></td>
<td>Virtual agent: I have been helping many students on this topic for a long time.</td>
</tr>
<tr>
<td></td>
<td>Virtual agent: I may have misunderstood what you said, could you please provide more information about it?</td>
</tr>
<tr>
<td>Virtual agents’ appearance</td>
<td>Virtual agent: Don’t judge a book by its cover.</td>
</tr>
<tr>
<td></td>
<td>Virtual agent: My appearance may have surprised you but I am perfectly capable of helping you.</td>
</tr>
<tr>
<td></td>
<td>Virtual agent: Moving on to important matters...</td>
</tr>
</tbody>
</table>

**Discussion**

Sentiment analysis can provide useful information on how users perceive the virtual agents. This information can be used to improve the appearance of virtual agents as well as their interactions with users. Such information has already guided us to change the task design of our simulation-based tasks and these changes have contributed to a positive user experience. For example, regarding the users’ perceptions of virtual agents, we are exploring how the virtual peer’s prior knowledge on the topic of the simulation (High vs. Low) and type of question (Compare alternatives vs. Agree/disagree with the peer’s conclusion) influence the quality of evidence collected (Sparks, Andrews, Zapata-Rivera, Lehman, & James, 2016) and the types of emotions users experience in these types of assessment systems (Lehman & Zapata-Rivera, 2017).

The current study described a general scheme to leverage the sentiment information from an ITS for teamwork and identified two important types of potential causes for negative sentiments based on our Tetralogue simulation. These two types of causes correspond to the situations where humans made comments questioning the capabilities of the virtual agents (human vs. machine) and the situations where humans overreacted to the appearance of the virtual agents. More research on how to properly react to these situations will be important for improving the user experience of ITSs for teamwork. Moreover, these teamwork-centered improvements using agents need to be incorporated in an ITS framework such as the Generalized Intelligent Framework for Tutoring (GIFT, Sottilare, Brawner, Goldberg, & Holden, 2012).

**Conclusions and Recommendations for Future Research**

In this chapter, we illustrated how human opinions about a virtual agent’s responses can be measured in a teamwork task and used to improve the responding mechanism of ITS for teamwork. Incorporating a teamwork-centered layer to the GIFT architecture could provide an opportunity to make adjustments based on data captured in real time. Because GIFT routinely incorporates production rules to respond to a variety of learner knowledge states and history of activities in the learning record store, it is feasible that this teamwork-centered component could therefore be readily migrated into GIFT. Nonetheless, it
does introduce a possible complication, namely tracking multiple team members and learners instead of one at a time.

Figure 3. Intelligent Facilitator for teamwork based on the EPCAL platform.

Generally speaking, developing an ITS for teamwork is much more challenging than developing an ITS for individual learners because the system will need to respond to each team member individually as well as the interactions among the team members. However, if we reduce the role of the virtual agent from a tutor to a facilitator, e.g., an intelligent facilitator (Hao, Chen, Flor, Liu, & von Davier, 2017a; Hao et al., 2017c), the system becomes more feasible. Based on a comprehensive literature review of facilitation mechanism of teamwork (Hebert & Zapata-Rivera, 2018), we are implementing an intelligent facilitation system (IFS) based on the ETS Platform for Collaborative Assessment and Learning (EPCAL, Hao et al., 2017c). The EPCAL platform features a modularized design with full capability to manage team formation, task progress, and receive external feedback. Figure 3 shows a screenshot of the user interface of EPCAL. Empirical data will help us to understand the actual challenge of interacting with teams and pave the road toward an IFS for teamwork.
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Introduction

How teams achieve and maintain effectiveness in uncertain and unpredictable environments is a central issue in team research. Real-world task environments are dynamic, such that even a highly trained team can encounter novel situations for which they have not been trained. Nevertheless, effective teams should be able to match their dynamics to those of the task environment. Following Thelen (2000), we identify four characteristics of effective team dynamics that are expressed through team variations and adaptations as a team functions in a dynamic environment. Next, we explore the underpinnings of effective team dynamics in terms of basic mechanisms and processes, including: (1) distributed cognition and multisensory perception, (2) team neurodynamics, (3) interpersonal processes and team coordination dynamics, and (4) team member knowledge, skills, and attitudes. Implications for assessment and training using team intelligent tutoring systems (team ITSSs; Sottilare et al., 2017) are considered.

Teams as Dynamic Entities

Teams, defined as two or more people who work interdependently toward a common goal (Salas, Dickson, Converse, & Tannenbaum, 1992), can be viewed as inherently dynamic entities. For example, a basketball team has an identity that is preserved under changes in team membership, changes in team roles, changes in team leadership, and is (ideally) robust to changes in rules, styles of play, and other changing conditions of its surrounding environment. Viewed as dynamical entities, there are different variations and adaptations that allow a team to remain effective (Gorman, Grimm, & Dunbar, in press). These include processes such as leadership emergence, team member turnover, and dynamic role restructuring. Although these processes, for example, leadership emergence, have typically been studied in terms of individual traits and abilities (e.g., cognitive ability and personality traits; Kickul & Neuman, 2000; Luria & Berson, 2013), we suggest that they should be viewed dynamically, as a real-time response to the changing demands put on a team by its surrounding environment. That is, in a teleological sense, a team has a function or goal that can only be reached through real-time variations and adaptations such as those already mentioned. In this light, what is team effectiveness, and how should it be trained? What are the underlying mechanisms and processes that allow teams to maintain their effectiveness in dynamic, uncertain environments?

Characteristics of Effective Teams

Assuming teams are dynamic entities, what are the general characteristics of effective teams? We extend Thelen’s (2000) propositions for what it means to be skilled to the context of maintaining team effectiveness (Gorman et al., in press):

Four General Characteristics of Team Effectiveness in Dynamic Environments:

1. Effective teams are adept at assessing the current situation and noticing the relevant stimuli in the physical and social environment for accomplishing the shared goal.
2. Effective teams are adept at behaving in similar, but not identical ways, in choosing an action that fits the current situation. This requires a flexible and generative response to the changing environment, perhaps similar to, but not identical with, responses used in the past.

3. Effective teams have consistent behavior in similar (routine) situations but are good at changing their actions rapidly and appropriately as the situation requires (i.e., in novel, non-routine situations).

4. Effective teams have a repertoire of adaptations (the sources of variation and adaptation mentioned earlier) through which Characteristics 1-3 are expressed.

These characteristics suggest that for sources of team variation and adaptation to be successful, they must account for changing task demands. In the following sections, we highlight several sources of variation and adaptation through which teams coordinate their behaviors to achieve their common goals. These can also be thought of as processes or mechanisms that are critical to our understanding of how to train and assess team effectiveness in dynamic environments using team ITSs.

**Processes and Mechanisms through which Teams Maintain Effectiveness**

The distinction between process and mechanism can be debated. In this chapter, we distinguish between dynamic processes through which teams vary their behaviors and the underlying mechanisms that cause those processes. For example, the process through which different teams evolve different customary ways of referring to the same task-relevant concepts—lexical entrainment (Brennan, 1996)—can be associated with a mechanism (long-memory; Gorman, Dunbar, Grimm, & Gipson, 2017). We argue this distinction is important because, in many cases, mechanisms must be trained and their resulting processes must be assessed.

*(1) Distributed Cognition and Multisensory Perception*

Distributed cognition pertains to cognition that extends beyond the individual to collections of interacting individuals and their environment. For example, in the classic case of flight navigation (Hutchins, 1995), the pilot and co-pilot share a mental representation constructed from the instrument panels and visual cues in their immediate environments. They also coordinate actions, which are reflected in changes in the environment itself, leading to an updated shared mental representation, and so on. Thus, the pilot, co-pilot, and the environment form a distributed system, which compensates for the limitations of the individual components (Giere & Moffatt, 2003). Distributed cognition is distinct from traditional cognition in that the unit of analysis is a system not an individual. It is also different from collective cognition by virtue of its inherent inclusion of the environment as part of the distributed system (Giere, 2007).

Distributed cognition is multifaceted and multisensory in complex environments. It extends beyond cold cognition into the realm of emotion. Considerable research has indicated that emotions play a critical role in modulating cognitive processes within an individual (Clore & Huntsinger, 2007). Similar effects are expected to occur across interacting individuals, the most well-known example being mood contagion (Barsade, 2002). Distributed cognition is also fundamentally social in nature, implicating multimodal interpersonal coordination processes, such as linguistic coordination (Fusaroli & Tylén, 2012), mood contagion (Barsade, 2002), joint attention (Richardson, Dale, & Kirkham, 2007), and physiological synchronization (Konvalinka et al., 2011).

Thus, distributed cognition is an umbrella term for socio-cognitive-affective processes that are multimodal, interact over multiple spatial and temporal scales, and are embedded in a constantly-changing environment.
How can interacting individuals cope with this level of complexity? By working as a team, of course. Specifically, by self-organizing into interpersonal synergies (Dale, Fusaroli, Duran, & Richardson, 2013; Fusaroli, Rączaszek-Leonardi, & Tylén, 2014), interacting individuals can function as a single unit, reducing the number of degrees of freedom (dimensional compression) and allowing individual components to react to changes in others (reciprocal compensation) (Riley, Richardson, Shockley, & Ramenzoni, 2011). Hence, dimensional compression and reciprocal compensation can be thought of as mechanisms of change through which individuals gel into a cohesive, effective team.

(2) Team Neurodynamics

Before teams physically organize themselves, they mentally organize themselves by matching within and across-brain efforts to task and inter-personnel demands. Effective teams balance these momentary relationships until the environment becomes uncertain, when they must reorganize their thinking, roles, and configurations into more appropriate corrective structures. The neurodynamic processes associated with these re-organizations are poorly understood.

One approach for understanding the neurodynamic organizations that occur during team uncertainty begins with capturing and modeling the electroencephalographic (EEG) signals of team members during required training (Stevens, Galloway, Wang, Berka et al, 2012; Stevens, Gorman, Amazeen, Likens & Galloway, 2013). EEG is the recording of electrical activity of the brain at different regions along the scalp. The rhythmic patterns in the electrical oscillations from different brain regions contain signals representing complex facets of brain activity that can be modeled at both the individual and team level by constructing symbolic temporal and spatial neurodynamic histories of team performance (Stevens & Galloway, 2017).

These models have shown the tendency of team members to enter into prolonged (up to minutes) metastable neurodynamic relationships with each other as they encounter and resolve disturbances to their rhythms. As data from submarine navigation and healthcare teams have accumulated, a trend has emerged showing that less experienced teams have larger and more persistent neurodynamic organizations than more experienced teams (Stevens, Galloway, Lamb, Steed & Lamb, 2017).

In other words, when seeking new or different ways to balance the demands of the changing environment, teams adopt a more organized configuration, neurodynamically speaking, but when these challenges and uncertainties are resolved, teams, and especially efficient teams, return to a less structured neurodynamic organization. The length of these neurodynamic fluctuations can be seconds or much longer depending on the nature of the uncertainty, the experience of the team, and the amount of new information that has to be acquired, synthesized, and exchanged before the team can return to an efficient operating mode.

More recently, research has shown that the neurodynamic organizational modeling can be extended to individual team members, which enables direct quantitative comparison of the organizational contributions of each team member to the overall team neurodynamic organization (Stevens & Galloway, 2017). To the extent that increased neurodynamic organization of individuals occurs during periods of uncertainty, stress, and moments of increased attention (Stevens, Galloway, Halpin, & Willemsen-Dunlap, 2016), the individual neurodynamics may identify opportunities to insert scaffolding or feedback triggers for individual team members, or the team as a whole.

(3) Interpersonal Processes and Team Coordination Dynamics

Compelling team members to interact in novel ways (rather than in a rote, fixed manner) exercises the interpersonal coordination processes teams need in order to maintain effectiveness in dynamic environ-
ments (Gorman, 2014). This idea has been demonstrated by mixing team member affiliations while maintaining team member roles (Gorman, Amazeen, & Cooke, 2010) and through “perturbation training”, which forces teams to organize new solutions to coordination problems (Gorman, Cooke, & Amazeen, 2010). These intervention and training approaches are based on the principle that team effectiveness happens during the process of team interaction and is not inherent in static properties or traits of team members. In terms of assessment, the flexibility and stability of team interaction (e.g., communication) patterns provide measures that are correlated with the characteristics of team effectiveness described earlier. For instance, more flexible team coordination dynamics are correlated with overcoming more team situation awareness “roadblocks”, which are novel events that interfere with achieving a shared goal unless properly acted upon (Gorman et al., 2010a). Team mixing and perturbation training are two mechanisms that lead to flexible team coordination dynamics.

Long-term memory is a component of peoples’ information processing architecture, in which knowledge persists on longer timescales than the information currently being processed in short-term, or working, memory. Parallel to these memory concepts, long-memory (Beran, 1994) is a mechanism through which teams hold persistent communication and coordination patterns on longer timescales than the information currently being processed by the team (Gorman et al., 2017). The significance of long-memory is that it provides a mechanism through which team variations and adaptations are consolidated into the history of a team. In this way, more permanent features of team interaction are conserved as new team members come and go, team member roles change, and environmental conditions change, all the while informing the ongoing coordination processes of this dynamic entity known as a team. Long-memory effects can be observed as the presence of power-law scaling of team communication, and other interaction patterns, wherein correlations between communication or interaction events persist over relatively long timescales of task performance (e.g., days; Gorman, 2005; or hours; Gorman et al., 2017).

(4) **Knowledge, Skills, and Attitudes**

In addition to the above lines of work, much work has been conducted to uncover the knowledge, skills, and attitudes that facilitate team interaction processes. In doing so, research has noted the dynamic, cyclical nature of team interaction and argued that in working towards a goal/objective, teams progress through a series of performance episodes (i.e., temporal cycles of goal-directed activity, see Marks, Mathieu, & Zac-caro, 2001). Within these performance episodes, team members oscillate between action phases (i.e., periods of time when members are directly engaged in behaviors that support task accomplishment) and transition phases (i.e., periods of time when teams focus on planning/evaluation activities to guide goal accomplishment, Marks et al., 2001). In terms of the behaviors that comprise each of these phases, meta-analytic evidence has shown monitoring progress towards goals, systems monitoring, team monitoring/backup behavior, and coordination as being important within action phases (LePine, Piccolo, Jackson, Mathieu, & Saul, 2008). In contrast, behaviors such as mission analysis and planning, goal specification, and strategy formulation have been found to occur during transition phases and are related to effective team performance (LePine et al., 2008).

Complementing the above work, is work by Salas, Shuffler, Thayer, Bedwell, and Lazzara (2015) who developed a heuristic that can be utilized to understand the factors that should be considered when selecting, developing, and maintaining teams. This heuristic describes six core processes and states that serve to facilitate teamwork. In line with the work mentioned above, Salas et al. note the importance of behaviors such as coordination and communication. In addition to this, they highlight coaching as being a fundamental team process. In this vein, coaching refers to the “enactment of leadership behaviors to establish goals and set direction that leads to the successful accomplishment of these goals” (Salas et al., 2015, p. 603). The importance of team leadership has also been supported through meta-analytic work (e.g., Burke, Stagl, Klein, Goodwin, Salas, & Halpin, 2006; D’Innocenzo, Mathieu, & Kukenberger, 2016; Wang, Waldman,
& Zhang, 2013). The developed heuristic also highlights the importance of emergent states (e.g., cooperation, conflict, cognition). Emergent states have been defined as, “properties of the team that are typically dynamic in nature and vary as a function of team context, inputs, processes, and outcomes” (Marks et al., 2001, p. 357). Emergent states are primarily cognitive and attitudinal in nature. Cognitive states that have been supported as being important to team effectiveness include shared mental models and transactive memory systems. The specific elements of shared cognition which have been shown to be important include knowledge of member roles and responsibilities, team mission objectives and norms, and who has what knowledge, skills, and abilities on the team (Salas et al., 2015; DeChurch & Mesmer-Magnus, 2010; Lewis, 2004). Shared cognition has often been argued to be a primary coordination mechanism, especially with respect to implicit coordination within teams.

In addition to shared cognition, empirical work has also shown several attitudinal states to be important for team effectiveness (e.g., collective efficacy, trust, cohesion, psychological safety). Collective efficacy, or belief in the team’s ability to accomplish a given task, has been shown to be related to team effort, increased team performance, and team satisfaction (Stajkovic, Lee, & Nyberg, 2009; Gully, Incalcaterra, Joshi, & Beaubien, 2002). Trust has been found to be related to information sharing in teams and increased team performance (DeJong, Dirks, & Gillespie, 2016; Lee, Gillespie, Mann, & Wearing, 2010). Related to trust, psychological safety (i.e., “shared belief that the team is safe for interpersonal risk taking”, Edmondson, 1999, p. 354) has been shown to facilitate team performance through its facilitation of learning behaviors (Edmondson, 1999). Finally, several meta-analytic efforts have shown the relationship between cohesion (i.e., attraction/bonding to the group) and team performance (e.g., Mathieu, Kukenberger, D’Innocenzo, & Reilly, 2015; Beal, Cohen, Burke, & McLendon, 2003). While the above states do not reflect all the attitudinal states that have been shown to be related to team effectiveness, they reflect many of those most commonly examined. Attitudinal states have been argued to be the “motivational drivers of teamwork” (see Salas et al., 2015, p. 603).

**Conclusions and Recommendations for FUTURE research**

We have offered a view of teams as dynamic entities, or systems, along with several defining characteristics of effective teams from this perspective. Distinguishing between mechanism and process allows one to focus on what needs to be trained and what needs to be assessed in order to enhance team effectiveness in dynamic environments. But how do mechanisms and processes at the dynamic team level, and their training and assessments, fit with team ITSs and the Generalized Intelligent Framework for Tutoring (GIFT)?

Distributed cognition and team coordination dynamics suggest novel mechanisms for enhancing team effectiveness (e.g., compression/reciprocal compensation; perturbation training) that could feasibly be introduced in a team ITS environment. However, the specifics of how to introduce them into team ITS and, moreover, how to assess their effects is an underdeveloped area of research. In the case of team neurodynamics, individual contributions of team members to team dynamics and scaffolding and feedback based on this information presents a similar challenge. Even in the case of knowledge, skills, and attitudes, where much more is known about training team effectiveness, the assessments that go along with the implied team dynamics (e.g., temporal cycles of goal-directed activity) are underdeveloped. Thus, we think that research aimed at understanding how to implement training of dynamic team mechanisms and better assessment of dynamic team processes are critical areas for future research on team ITSs.

GIFT seems ideal for training mechanisms and behaviors at the individual level. However, to implement some of the training, assessments, mechanisms, and processes described in this chapter might require revisions of GIFT or development of new GIFT modules. In particular, the assessment of socio-cognitive-affective processes in distributed cognition, individual contribution to team neurodynamics, and the flexibility of team coordination dynamics might require a real-time analysis engine in order to understand the
effects of training interventions on these processes. Moreover, as described in the team neurodynamics section, real-time assessments at times of stress or uncertainty would provide the opportunity to introduce timely perturbations or feedback tailored to a team’s ongoing performance and development. Hence, another area for future research and development is real-time analysis methods that would allow for training interventions and assessments at the dynamic team level.

In the section on knowledge, skills, and attitudes, we noted recent research showing the importance of coaching for enhancing team effectiveness. We suggest that the role of coach might be an appropriate metaphor for team ITSs for training effective teams. As a coach, we might imagine team ITSs guiding team members through training scenarios, where the ITS operationalizes the mechanisms described in this chapter, inserts them into the scenario in real time, assesses the team, and provides feedback/guidance based on this information. If the team does not respond effectively to a scenario through appropriate team variation and adaptation, then remediation could include feedback on how the team members interacted or guidance on understanding how to change their team dynamics. To realize this vision, however, we need to better understand how teams as dynamic entities can be incorporated into the team ITS framework.
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Introduction

Collaborative learning is a process that involves a group of people working together on a shared learning goal. Traditional classroom collaborative learning requires learners to be at the same location. With internet support, team members can now collaborate online. Many online tutoring systems have been developed to allow learners to participate in group collaborations from distant locations. Collaborators bring different ideas and experiences to the group, working online to construct answers to questions and solutions to problems. Talking is an important feature in collaboration. As Golub (1988) pointed out, it is in the talking that much of the learning occurs. Online collaborative learning environments can easily provide utilities for collaborators to talk through chat or messaging interfaces.

Group members in online collaborative learning environments are not necessarily all human. Instead, some can be intelligent computer agents. An intelligent computer agent is a software robot that performs tasks a human user may do on computers. Such agents have “brains” that can find answers to questions or solutions to problems. In addition, they could talk through avatars that can deliver speeches, gesture, and convey emotions. Such talking agents may play different roles, such as a tutor who helps an online student learn specific concepts, a peer student who provides alternative perspectives, a teacher who guides a team through a complete learning path, a facilitator who maintains healthy social interaction among team members, etc. The role a talking agent plays is usually specified by the types of tasks the agent takes, the manner in which the agent perform the tasks, and the protocols that determine how the agent interacts with other collaborators. In this chapter, we present a subset of talking agents we have created in the last decade in intelligent tutoring systems. We describe their roles, how they are specified, and how they are authored. We conclude with suggestions about standardization and integration of role-based talking agents in the Generalized Intelligent Framework for Tutoring (GIFT).

Talking Agents in Intelligent Tutoring Systems

Single Tutor Agent in the Early AutoTutor Systems

The first AutoTutor system was developed in the late 1990s (Graesser, Wiemer-Hastings, Wiemer-Hastings, & Kreuz, 1999). The system was designed to help learners taking an introductory course in computer literacy. It presents a set of problems on the fundamentals of computer hardware, operating systems, and the Internet. A single tutor agent and a human learner collaboratively construct solutions to each problem. Based on the discovery that tutoring by normal, untrained tutors proves (Person, Graesser, Kreuz, & Pomeroy, 2003), the agent was designed to simulate a normal unskilled human tutor who knows the learning content but does not have pedagogical skills in tutoring. That is, the tutor agent simulates a domain expert with appropriate domain knowledge.
The tutor agent presents as an avatar with a low quality voice and some simple hand gestures, limited by the speech synthesis technology at that time. The interaction between the agent and a human learner is through a so called “expectation–misconception tailored” (EMT) conversation (Graesser, 2016). An EMT conversation is started by the tutor agent initially posing a main question about a problem that the human learner tries to answer. The tutor agent evaluates the learner’s answer and gives appropriate feedback (positive, neutral, negative, etc.). If the answer does not cover all parts (expectations) of the ideal answer to the main question, the computer agent selects an expectation and asks a hint/prompt question. Then the learner answers, the tutor evaluates, the tutor gives feedback and the tutor selects the next expectation to work on. This process repeats until either all expectations are covered or all prepared questions are exhausted. During the course of the iteration, if a misconception is identified, the computer agent corrects the misconception and the process continues. Examples of such conversations can be found in published articles, for example, Graesser (2016), and Graesser et al. (1999, 2005).

The responsibilities of this type of agent includes: 1) presenting a problem; 2) evaluating human learners’ answers; 3) giving immediate feedback; 4) selecting expectations and asking hint/prompt questions; 5) identifying and correcting misconceptions; and 6) presenting the final solution to the problem. In order to do all these tasks, the agent needs a “brain” that stores the problem, the solution, expectations, misconceptions, hint/prompt questions, answers, and feedback speeches. Moreover, its brain needs to be intelligent enough that it can evaluate a learner’s language and make decisions on what expectation/misconception to work on and what hint/prompt to ask the learner. The intelligent brain of this agent is equipped with a semantic engine that can classify speech acts and is capable of matching stored answers. The semantic engine uses latent semantic analysis (Landauer, McNamara, Dennis, & Kintsch, 2007) and regular expressions for flexibility and inclusivity, though specifics of their implementation lies beyond the scope of this chapter. In short, this agent “understands” natural language input and knows how to select expectations, misconceptions and questions.

The single agent AutoTutor is relatively easy to construct because of the simplicity of the conversation rules. The process of authoring one problem can be briefly described as follows:

1) Describe the problem and ask a main question;

2) Prepare an ideal answer to the main question;

3) Split the ideal answer into multiple expectations;

4) For each expectation, prepare a set of hint/prompt question-answer pairs.

5) Prepare a list of possible misconceptions and correct responses.

Due to the simplicity of authoring, this type of agent can be easily created for tutoring in other domains. In fact, the second AutoTutor system focuses on Newtonian physics and features improvements to the agent’s avatar and speech engine. The development of such single talking agent AutoTutor systems form the essential conversation patterns for AutoTutor systems. Of course, a learning system may have multiple agents, where each agent plays a meaningful role. In the next example, we present a system with four talking agents: a domain tutor agent and three self-regulated learning strategy agents.

**Multiple Talking Agents in MetaTutor**

MetaTutor utilizes multiple talking agents (Azevedo et al., 2009, 2012) in an effective environment for learning human body systems. This system differs from earlier AutoTutor systems in that, in addition to
giving feedback to content learning, the multiple talking agents prompt learners to employ self-regulated learning strategies and give feedback to the learner on the outcome of the strategy. In MetaTutor, there are four talking agents. Gavin, the main agent, provides guidance in navigating content and gives feedback. Three additional satellite agents, Pam, Mary and Sam, provide assistance on different self-regulated learning skills in three learning phases, including planning, monitoring, and applying learning strategies (Graesser & McNamara, 2010). The planning phase requires skills such as setting up a major learning goal and some subgoals. The metacognitive monitoring demands judgments of learning, feeling of knowing, content evaluation, adequacy of a strategy, and progress toward goals. The learning strategies include searching for relevant information, taking notes, drawing tables or diagrams, re-reading, elaborating the material, making inferences, and coordinating information sources.

The learning materials in MetaTutor are presented in 41 pages of text and static diagrams on the human circulatory system. A learner starts by setting up an overarching learning goal and some sub-goals guided by Pam. Gavin then guides the learner to navigate the content and scaffolds content learning. A skill panel on the interface allows a learner to instantiate interaction with an agent. For example, a learner may click a button to indicate that he/she wants to take a note. The learning strategy agent, Sam, will then interact with the learner so that the learner applies this strategy effectively (taking a good note, in this case). Azevedo et al. (2012) showed that providing prompts and feedback to self-regulated learning skills produces significant learning gains.

The responsibilities of Gavin are guiding navigation and leading EMT conversations. The other three agents’ responsibilities include: 1) prompting the use of a specific set of self-regulated learning strategies; 2) evaluating the outcomes of the use of suggested strategy; and 3) giving immediate feedback.

The authoring tasks in building pedagogical agents (Pam, Mary, and Sam) are different from building domain expert agents. To suggest an appropriate strategy to a learner at a specific moment of the learning process implies that the agent knows how to map learning states to strategies. Therefore, a learning state to learning strategy mapping needs to be stored in the agents’ brain. The agents need to be capable of evaluating the outcomes of strategy use. Endowing the agents with this capability is challenging technically. For example, when a learner uses the strategy “drawing a diagram”, evaluating the diagram involves image processing utilities to determine quality. Similarly, evaluating the “taking notes” strategy requires natural language processing utilities.

Interactions in MetaTutor are dialogs between one talking agent and one human learner. Although there are four talking agents in this system, they never appear at the same time. There are no interactions between agents and they do not appear to coordinate with one another. This type of agent can usually be built independently. The learning state and user actions (e.g., click a button) trigger the presence and absence of each agent. Once present, an agent performs its responsibilities independent of other agents.

Of course, talking agents could interact with each other. The question is, what benefits can be obtained from interactions between talking agents? In the next example, we present a system, Operation ARA, with interactions involving three parties: a tutor agent, a peer student agent and a human learner.

**Trialogues in Operation ARA**

Operation ARA (Acquiring Research Acumen) is a later AutoTutor system with five talking agents. This system helps learners with critical thinking and scientific reasoning (Halpern et al., 2012; Millis et al., 2011). It covers 21 scientific concepts, such as “theories and hypotheses”, “science and pseudoscience”, “operational definitions”, “control groups”, “sample size”, etc. Examples used in the system were taken from different science domains, including psychology, sociology, biology and chemistry. The system con-
tains five major components: 1) an intriguing story presented across the whole learning process; 2) an interactive eBook that explains the basic concepts and principles of scientific thinking; 3) a set of tutoring conversations that helps learners understand the eBook chapters; 4) a Jeopardy!-like game to identify flaws in different cases; and 5) an interrogation game for learners to identify flawed cases by asking questions.

The five talking agents used in Operation ARA were: Dr. Quinn, Scott, Glass, Tracy, and Broth. Dr. Quinn is a tutor agent who presents all the time, just like a teacher in a classroom, and participates in all activities. Glass and Tracy are peer student agents. Glass participates in conversations for reading comprehension, whereas Tracy participates in competition against a human learner in identifying flaws in case studies. Broth is a storyteller who helps advance the storyline, of whom we will not say much. Scott, is an interrogator in the interrogation game.

Operation ARA uses AutoTutor trialogues to interact with human learners (Cai et al., 2011; So, Zapata-Rivera, Cho, Luce, & Battistuii, 2015). An AutoTutor trialogue is usually a conversation among a tutor agent, a peer student agent, and a human learner. The tutor agent presents problems, asks questions, gives hints, makes judgments on students’ answers, and gives immediate feedback. The peer student collaborates with the human learner to construct a solution to the presented problem. Several pedagogical modes were used adaptively, based on the human learner’s performance. For the low performance learner, the system employs a vicarious mode in which the interaction is mostly among the tutor agent and the peer student agent. The human learner is occasionally asked simple questions to make sure he or she is engaged in learning. A tutoring mode trialogue suits medium performance learners. In this mode, the conversation is mostly between the tutor agent and the human learner. The peer student in this mode plays a role of a sidekick, giving feedback to the human learner. When the human learner’s knowledge is high enough, a teachable agent (Leelawong et al., 2003) mode deploys, in which the human learner is asked to help the peer student construct a solution to a problem. This mode gives the human a chance to learn by teaching. In addition to these three modes, another mode, called competition, pits the peer student against the human learner in a competition to answer a main question or hint/prompt questions. Wallace et al. (2009) demonstrated that this mode promotes high learning engagement.

The responsibilities of Dr. Quinn in Operation ARA are similar to the tutor agent Gavin in MetaTutor. She has the knowledge about critical thinking and scientific reasoning. She is responsible for asking questions, evaluating answers, giving immediate feedback, and presenting the final answer.

Glass participates in three modes of trialogues: vicarious learning, tutoring, and teachable agent. Simulating a peer student, Glass’s responsibilities include: 1) answering Dr. Quinn’s questions (answers could be good, partial or bad); 2) asking human learner questions (teachable agent mode); and 3) giving feedback to human learner.

Tracy participates in competition mode trialogues, appearing as a peer student. Her programming contains a list of flaws in each of a set of cases. When Dr. Quinn presents a case, Tracy competes against the human learner in identifying flaws in the case. Tracy’s responsibility is simple: when it is her turn, she selects a true or false item from the flaw list. If Tracy’s score is lower than the learner’s, she selects a true item. If her score is higher than the learner’s she selects a false item.

Scott participates as an expert interrogator in an interrogation game. In the game, a suspect (hidden agent) presents a case, Scott tries to determine whether or not there is a flaw by asking the suspect questions. Scott has a repository of both good and bad questions, but lets the human learner help him construct questions first. Once a human learner provides a question, Scott matches it to a stored question (good or bad) and presents it to the suspect. Good questions reveal the flaw (if any) more quickly, resulting in higher credits. Scott has only one responsibility: presenting a stored question that best matches the human’s. Note that Scott needs the capability of performing semantic matching.
Talking agents in Operation ARA form different types of trialogues associated with adaptive pedagogical strategies. This would not be possible without the addition of peer student agents. Although agents in Operation ARA trialogues have different identities and responsibilities, they do not function independently. In each trialogue, two agents are more like one mind with two heads. It evaluates the human’s input and makes decisions on what to say and who to say it to (the tutor agent or the peer student agent). Building independent agents that can participate in trialogues with different roles would be more challenging, because each agent needs to be able to understand the other two parties. The interaction protocol will be more complex and less constrained.

One thing that is common in all of the above systems is that talking agents respond to the human learner’s language input. However, in more complex learning environments, human learners may be allowed to do in addition to talk. Human learners’ actions, resulting in the form of “world events” may trigger responses from talking agents. The following examples show how agents can handle this situation.

**Talking Agents Sensitive to World Events in CSAL AutoTutor**

CSAL (Center for Study of Adult Literacy) AutoTutor was developed to help adult learners improve their reading comprehension skills (Graesser et al., 2017; Lippert, Walker, Davis, & Clewley, 2017). CSAL AutoTutor has 35 lessons focusing on different comprehension strategies. While these lessons allow natural language input, just as the above systems, the target learners have relatively low writing ability and limited knowledge in computer use. To complement natural language interaction, most lessons allow learners to interact with talking agents through interactive pages, including clicking on buttons, selecting items, dragging and dropping objects, highlighting texts, filling in blanks, etc. There are two talking agents: a tutor agent, Christina, and a peer student agent, Jordan. Similar to Operation ARA, Christina, Jordan, and a human learner collaborate through trialogue conversations to construct solutions to problems.

Christina’s responsibilities include: 1) presenting a problem; 2) asking a question; 3) judging actions and natural language inputs from the human learner; and 4) providing feedback and correct answers. Jordan’s responsibilities include: 1) acting on the media pages; 2) talking about the actions; 3) responding to actions from human learners as a peer student at a level similar to the human learner.

Similar to trialogue agents in Operation ARA, Christina and Jordan function as “one mind, two heads”. The difference is that they must also respond to users’ actions which results in more complicated conversation rules (Cai, Graesser, & Hu, 2015).

All examples above assume that one single human learner collaborates with one or more talking agents. Our last example is a system developed for team learning.

**Group Mentoring in AutoMentor**

AutoMentor simulates human mentoring for teamwork on a land science epistemic simulation (Shaffer, 2006; Shaffer et al., 2009). Teams of learners (four per team) collaborate on planning land use, considering various constraints, such as water, housing, waste, pollution, and so on. Learners interact with team members and human mentors through online chats, which provide rich information about the quality of the teamwork, as well as the emerging roles and personalities of team members (Dowell, Nixon, & Graesser, 2018). AutoMentor is a computer agent residing between learners and human mentors. AutoMentor evaluates learners’ individual work and team work and suggests feedback to human mentors. Human mentors select and modify AutoMentor’s suggestions and deliver them to learners. AutoMentor learns from the human mentors’ selections and modifications to make better suggestions.
AutoMentor is more of a “hidden” agent because no avatar appears in the system. AutoMentor’s full responsibilities (not yet fully implemented) include: 1) evaluating design quality in simulated environment; 2) grading individual notes and messages; 3) participating in and monitoring team chats; and 4) guiding teamwork. When a mentor agent participates in a team chat, the conversation rules needed for the agent differ greatly from agents in AutoTutor EMT conversations. For example, because it is a team chat, the mentor agent needs to select complex conversational actions like when to take a turn and whom to address.

So far we have talked about agents that could analyze and respond to learners’ actions and natural language input. Agents can be aware of learners’ emotional states. We present such agents in the next example.

**Affect-Aware Talking Agents that Adapt Interaction Style**

If an intelligent tutoring system features methods for detecting a variety of user emotions, it can vary the style in which it delivers feedback to users accordingly. For example, MetaTutor changed the level of encouragement based on an estimate of the learner’s negative emotions (Azevedo et al., 2009; VanLehn et al., 2014). Yang and Dorneich (2016; in review) developed a prototype mathematics intelligent tutoring system that dynamically adapts the interaction style between a talking agent and the learner. The talking agent provides feedback delivered in distinct etiquette strategies when the learner struggles solving college-level mathematics problems. Etiquette strategies in human-human communication influence participants’ sense of comfort in social contexts (Brown & Levinson, 1978; Mills, 2003)—influence that human tutors have employed for pedagogical benefit (Person, Kreuz, Zwaan, & Graesser, 1995). The intelligent tutoring system varies etiquette strategy according to the current emotional and performance state of the learner. Specifically, after each math problem, the system measures the learner’s performance, and the learner provides feedback on his or her level of motivation, confidence, and satisfaction. These variables, as well as the learner’s frustration level, determine the agent’s etiquette strategy for the next math problem from among the following possibilities: bald, positive politeness, negative politeness, and off-record (Yang & Dorneich, 2016).

With a bald strategy, the agent displays no consideration for the level of imposition on the learner. Positive politeness minimizes the level of imposition on the learner by the agent, expressing statements of friendship, solidarity, and compliments. Negative politeness, on the other hand, recognizes an imposition while remaining respectful. Finally, the off-record strategy attempts to communicate indirectly, requiring the learner to infer the true intention of the agent.

During a math problem, each one of the six steps of the problem-solving process (as defined by Gordon, 2008) prompts system feedback. For each step, one to three feedback utterances is possible, with at least one proactive (e.g., “Define the variables.”) and at least one reactive (e.g., “It’s not the appropriate formula.”) utterance. The content of the feedback does not change for a specific problem, but the etiquette strategy in which the feedback arrives does. Thus, four versions of each feedback statement of the talking agent are available, one for each etiquette strategy.

Triggers for the strategies depend on the four steps identified by Keller (2009) for encouraging and sustaining students’ motivation in the learning processes: attention, relevance, confidence, and satisfaction (ARCS). Varying feedback etiquette strategy has the potential to improve not only performance, but also motivation, confidence, and satisfaction, even identifying and targeting the factor among these most in need of improvement (Yang & Dorneich, in review). The ability of a talking agent to adapt its interaction style can be used in conjunction with the more traditional tutoring system adaptations of task difficulty or learning content to create tutors that support both the cognitive and affective needs of learners.
Intelligent computer agents play different roles. An expert agent has domain knowledge that allows monitoring of a learner’s knowledge state, providing the best learning path, explaining concepts, and correcting misconceptions. In other words, a domain expert agent needs a built-in domain knowledge space (Doignon & Falmagne, 2015) and an understanding of a learner’s cognitive state. A learning strategy agent needs knowledge of learning strategies to suggest at different phases in the learning process. A tutor agent in an intelligent tutoring system could be a combination of a domain expert agent and a learning strategy agent. That is, at any moment in a learning process, an ideal tutor agent knows the best content and the best way for a learner to learn. A more complex team mentor agent needs the capability of evaluating group interactions and guiding healthy and productive team interactions, in addition to domain knowledge and pedagogical strategies.

Peer student agents present potentially the most complex instantiation of all. In order to simulate students with different cognitive states, metacognitive states, and personalities, a peer student agent needs an integrated brain of a domain expert agent, pedagogical strategy agent, and a social cognitive agent. A peer student agent is one that knows everything but pretends that it only knows something. The peer student agent may give wrong or partial answers to questions, bad solutions to problems. When a peer student agent participates in a conversation, it often uses language different from a tutor agent. For example, when giving positive feedback to a learner’s good answer, a tutor may say: “That is correct!” while a peer student agent may say: “That is what I thought!” Peer student agents may simulate learning from human responses. One peer student agent may “remember” many learners’ responses and strategically use the learned responses in future conversations.

Online collaborative learning environments make it possible for learners to interact with other learners, as well as teachers, mentors, and experts from distant locations. The use of intelligent virtual agents in online learning environments has many advantages. For example, it makes the collaborative learning available all the times, bypassing the need to coordinate schedules by providing an omnipresent virtual agent. A team with virtual agents may be adaptively formed according to the learner’s personality and performance on target tasks. Peer student agents can be configured with knowledge and skills that optimally compensate for the learners. Effective pedagogical strategies may be more easily and consistently implemented with the help of virtual agents. For example, vicarious learning needs a medium knowledge peer student to interact with a tutor; learning in teachable agent mode needs a peer student with low knowledge. With virtual agents, selecting these tailored team members presents no problem.

The Generalized Intelligent Framework for Tutoring (GIFT) is capable of integrating different types of learning resources to create engaging and effective collaborative learning environments. GIFT emphasizes one-to-one and one-to-many tutoring. We recommend that many (agents)-to-one (learner) and many (agents)-to-many (learners) tutoring should be considered in GIFT. Currently AutoTutor is the only module that has deep conversation agents. Conversational agents should be considered as a “universal interface” for all tutoring modules. This implies three challenges. The first challenge is the natural language processing. While speech recognition technologies have made great improvements in recent years, understanding the meaning of the learner’s language input (usually ungrammatical) is still difficult. GIFT should promote further research and development in this direction. The second challenge is the authoring tool of conversational agents. Authoring conversational agents is always difficult and expensive. Standardized authoring tool for conversational agents could be a way to go. GIFT should put more effort in this direction. The last challenge is automatic conversation script generation. Currently agent speeches are authored by human experts. Developing agents that can learn from human learners may lead to better performance and lower development costs.
Conversational agents play important roles in online collaborative learning environments. We are expecting GIFT to provide improved ways of integrating conversational agents into learning modules.
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**Introduction**

Regular monitoring of teams of decision-makers in complex collaborative environments requires effective and efficient tracking. Current methods of assessing team and group performance often must rely on temporally delayed outcomes or global metrics that are insufficiently detailed to detect the cause of failures. For example, human monitoring of teams typically occurs after the fact, or requires large investments of manpower from supervisors or trainers. A largely untapped source of timely and diagnostic information lies in ongoing communications among team members. Communications can reflect cognitive and task states, knowledge, situation awareness, stress, vigilance, and who is communicating. With appropriate analyses, the communication data can be tied back to both the team's and each individual’s abilities and knowledge.

Automated analysis of communication offers the possibility of real-time diagnosis and warning along with assessment of team and user states and abilities. This chapter describes a series of studies in which we apply speech recognition, speech analysis, and statistical natural language-based techniques to analyze the communications of teams in training and operational environments. While the method has been tested across a broad range of domains and tasks, the chapter provides details on performance in one domain (convoy operations). The techniques are able to provide accurate predictions of the overall team performance, make reliable judgments of the type of statements each team member is making, and predict team performance problems based on the language and patterns of communication among team members. Such performance problems include loss of situation awareness, knowledge gaps, workload, and critical incidents.

Overall, the application of the approach demonstrates that the methods can have broad use for varied teams in different types of collaborative situations. The chapter concludes with implications for applying the approach within small and large-scale training situations, considerations for the level of effort for customized development for different training situations, and types of feedback for individuals and trainers.

**Communication in Teams**

Communications in Teams

Teams performing collaborative tasks provide a rich source of information about their performance through their verbal communication. The communication can provide information both about the structure of their social network and the content and quality of information flowing through the network. This information reflects team member roles, connectedness, as well as how they are performing their tasks. Additionally the content and manner of the communication provides information about the team’s cognitive states, knowledge, errors, information sharing, coordination, leadership, stress, workload, intent, and situational status. Thus, communication provides a window into team cognition.

Studies of team communication have shown that the content and pattern are predictive of performance (e.g., Contractor & Grant, 1996; Cooke, Duchon, Gorman, Keyton & Miller, 2012). Such studies have analyzed
categories of communication being passed, frequencies of counts of communications, units of meaning, and patterns of discourse among team members. For example, Achille, Schulze and Schmidt-Nielsen (1995) found that the use of military terms, acknowledgments, and identification statements increased with experience. Similarly, Jentsch, Sellin-Wolters, Bowers and Salas (1995) found that teams that were able to identify typical flight problems faster made more leadership statements and more observations about the environment. However, many of these studies relied on hand-coding of the data and/or laborious post-hoc analyses.

**Language as Data**

With the advent of digital systems for capturing and interpreting spoken audio, communication can be treated as a formal type of data about teams and can be analyzed to reveal information about team performance. Automated transcription through speech recognition, along with machine learning, language processing, speech analysis and probabilistic modeling can be applied to distill and understand critical features in teams. For instance, computational linguistic methods are used to break down individual words and phrases from communication streams in order to characterize the types of communication or the quality of a team member’s knowledge. Patterns of communication can be analyzed through Markov models or probabilistic chains to determine where and how communication flows and whether the patterns of interaction are expected given the nature of the task. These methods have been shown to be able to predict overall team performance (e.g. Gorman, Foltz, Kiekel, Martin & Cooke, 2003), detect patterns of communication and locations of communication breakdown (Kiekel, Gorman & Cooke, 2004; Gorman, Martin, Dunbar, Stevens & Galloway, 2015), categorize types of communications and how those types relate to team tasks (Foltz & Martin, 2008).

**The Communication Analysis Pipeline**

In the present work, we have developed a generalized framework, or pipeline for analysis of communication data. A major goal of the work has been to apply the same framework across varied types of data. The communication analysis pipeline is designed to take communication data as input, format it into usable means (e.g., transcribing spoken text to data), convert it into sets of language features, and then apply those features in machine learning-based modeling to generate predictions about the performance of the team. This communication analysis pipeline is shown in Figure 1. We outline the key steps used in the pipeline and then illustrate its use across a range of domains and studies.

Due to the complexity of teams, modeling often must account for individual knowledge, team knowledge, team skills, team dynamics, and interactions with tasks as well as team members. One of the simplifying assumptions in the communication analysis pipeline is that the goal is not to build complete and specific domain models for each domain. Instead, the process relies on using information about team performance, such as ratings of performance by experts, objective measures of success, and indicators of troubles and success on individual tasks. The process then uses computational language methods to break the communication into raw features about communication and then applies machine learning to learn to associate those features to the information about team performance. Thus, it “learns” what features in language are indicative of different kinds of performance. This learned model can then be used to predict performance on new teams or the same team in subsequent tasks. In a sense, the process learns to model what humans do when they listen to teams to distill useful characterizations about the domain and situation.
Speech processing

Since communication is typically spoken, automatic speech recognition (ASR) systems can be applied for converting speech to text for input into processing stream. Speech recognition can be imperfect, most noticeably in noisy environments (e.g., Schmidt-Nielsen et al., 2001). However, even with errors in transcription, modeling can often still perform very well at predicting performance. For example, even with typical ASR systems degrading word recognition by 40%, the modeling prediction performance degraded less than 10% (See Foltz, Laham & Derr, 2003). This is because verbal interactions in such situations are highly constrained by the actions currently being taken and by the current execution status of the mission plans. Since verbal interactions are largely routinized, the difficulties of both automatic speech recognition and machine learning-based modeling understanding are greatly reduced. Moreover, because these techniques derive meaning from whole utterances, not from individual words, it tends to be more immune to high word level error rates typically found in speech recognition systems. Along with performing ASR, speech data can be analyzed for signal properties to detect voice stress. For example, Foltz, Rosenstein, LaVoie, Oberbreckling, Chatham and Psotka (2008) analyzed the speech power, pitch, change over time, rate, duration and frequency component to build an excitement detection algorithm. They found that the algorithm was accurate over 80% of the time and could predict significant variance related to ratings that Subject Matter Experts (SMEs) made about teams when they encountered critical events.

Content modeling

Within the analysis of content and language patterns features and modeling, a range of techniques have been applied. One notable technique has been to use Latent Semantic Analysis (LSA) (Landauer, Foltz, & Laham, 1998) to analyze and interpret the content of what is being said during communication. Since the technique analyzes meaning rather than the direct words used, it is able to account for variability that may reflect how different people express similar events or situations in team situations. The details of the approach are beyond the scope of this chapter, but the methods applied to team analyses are described in detail.
elsewhere (Foltz, Martin, Abdelali, Rosenstein & Oberbreckling, 2006; Gorman et al., 2003; Kiekel, Cooke, Foltz, Gorman & Martin, 2002).

**Domains Analyzed**

The approach discussed in this chapter has been applied across a wide range of studies in varied domains, with different types of tasks and different types of communication. Table 1 describes these domains and provides pointers to relevant work.

<table>
<thead>
<tr>
<th>Domain/Task</th>
<th>Nature of communication data</th>
<th>Representative publications</th>
</tr>
</thead>
<tbody>
<tr>
<td>AFRL MESA DMT F-16 simulators</td>
<td>229 engagements of 4 Ships + AWACS</td>
<td>Foltz, Oberbreckling &amp; Laham (2012)</td>
</tr>
<tr>
<td>NAVY TADMUS Command and Control</td>
<td>~80 hand transcribed Command and Control missions</td>
<td>Foltz, LaVoie, Oberbreckling and Rosenstein (2008)</td>
</tr>
<tr>
<td>ARL Intelligence decision making during STTR missions</td>
<td>480 hand transcribed missions</td>
<td>Foltz, Lee, Bond &amp; Martin (2009)</td>
</tr>
<tr>
<td>Convoys in Ambush! virtual environment and National Training Center live STX training</td>
<td>~100s of hours of missions with team size ranging from 10 to 50. ASR and hand transcribed</td>
<td>Foltz, Rosenstein et al., (2008), Lavoie et al. (2008)</td>
</tr>
<tr>
<td>Navy Non Combatant Extraction Operation (NEO)</td>
<td>32 Face to Face and Asynchronous hand transcribed missions</td>
<td>Foltz, Lavoie, Oberbreckling &amp; Rosenstein (2008)</td>
</tr>
<tr>
<td>Army/Air Force Officers in chat room-based planning exercises</td>
<td>1000s of chat interactions</td>
<td>Lavoie et al. (2010)</td>
</tr>
<tr>
<td>NPS command and control planning task</td>
<td>100s of Predictions of Situation Awareness (ONR)</td>
<td>Bolstad et al. (2010)</td>
</tr>
<tr>
<td>US/Singapore planning operation to evaluate systems interoperability</td>
<td>One multi-day mission</td>
<td>Pierce et al. (2006)</td>
</tr>
</tbody>
</table>

**Communications in Convoy Training**

As a more specific example, Foltz et al., 2009 developed a system to predict team performance and detect critical events in convoy operations. The data collected included teams of up to 50 soldiers using the Ambush! virtual convoy training (Diller, Roberts & Willmuth, 2005) and teams of up to 40 participating in live convoys performing STX training at the National Training Center. In all cases, company-sized elements conducted mounted tactical road march along specified routes and encountered various events including a civil disturbance, RPG attack, IEDs, a near ambush, negotiation with Iraqi police and complex attacks (IED and ambush).

All audio data from the team members was recorded and ASR transcribed, logs of events that occurred through the training were collected and results from the After Action Reviews (AARs) were recorded. A team of domain experts listened to all the recordings and rated teams on performance as well as marking and rating particular critical events. Teams were rated by the SMEs on a 5 point scale for measures including: Battle drills, Command & control, Situation understanding, Adherence to Standard Operating Procedures (SOPs), and overall team performance. SMEs correlated with each other with an $r = 0.34$ to 0.59 for individual events and an $r = 0.76$ to 0.85 averaged across events.
Critical incident detection model

A computational model to detect when teams were having critical incidents was built. The method used a moving window time series analysis that generated semantic, statistical, and syntactic properties of segments of communication. The model analyzed a 1 minute window of communication and then moved ahead by 10 seconds. Classification algorithms compared segments to discourse properties of the communication from critical incidents identified by SMEs to predict if an event was happening. The results showed that the model could correctly classify 84% of the events and detect more than half of the critical events (See Foltz, Rosenstein et al., 2008; Lavoie et al., 2008).

Predicting Performance

Performance predictions were generated for each rating metric (e.g., situation understanding, command and control, etc.) for each team, both for overall missions as well as for each critical event during the mission. In each case, the system used a machine learning-based approach in which the system was trained on a subset of team mission data in which it learned to associate communication variables with SME ratings. Then the performance predictions were generated for held-out sets of team missions. The results showed that the system could correlate with SME ratings for individual events with correlations ranging from 0.37 to 0.43 (within the range of human rating agreement). For predicting overall team performance on a mission, the model correlated with SMEs ranging from 0.71 to 0.83. These results indicate that the approach both accounts for a large amount of the variance of team performance as well as corresponds closely to the intuitions of SMEs.

Conclusions and Recommendations for Future Research

Communication is a natural part of the team process and provides one of the best windows into team cognition. Applying automated methods to analyzing the streams allows near-realtime analysis and modeling of real, complex tasks. The communication analysis pipeline breaks spoken as well as written communication into features, then models and predicts objective and subjective metrics of performance. A distinct advantage of the approach is that the models can be automatically derived, not requiring large efforts in up-front tasks analyses. Overall, the use of the approach allows analysis of teams while they perform in natural environments without intrusive data collection methods.

As an application, the approach allows the development of tools that can be integrated into systems to monitor teams and provide timely feedback. It can detect teams and individuals who are performing poorly. Thus, it can be used to provide AARs or determine when retraining is necessary. It can further detect critical events that may significantly change the course of a mission. This allows supervisors to monitor multiple teams and know which teams need the most attention as well as to be able to quickly locate parts of team records which may be most useful for feedback. Finally, the approach has the potential for contributing to an adaptable training system, which can monitor team performance and, in realtime, change the simulation in order to best train individuals and teams.
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SECTION IV - SYSTEM DESIGN OF TEAM TUTORS

Dr. Robert A. Sottilare, Ed.
Chapter 18 – System Design for Intelligent Tutoring of Team Taskwork
Robert A. Sottilare
US Army Research Laboratory

Core Ideas

The chapters in this section focus on the system design aspects for the tutoring of team taskwork using intelligent tutoring systems (ITSs). When we discuss system design, we are specifically addressing how ITSs are designed to assess and interact with learners. Since much more effort has been focused on ITSs to support individual learning rather than teams, we are also attempting to address two question:

- What should be fundamentally different about ITSs for teams from their individual learner ITS counterparts?
- What does the ITS need to know about the team to make effective decisions about feedback, support, and guidance for the team?

During team instruction, team members interact with each other as well as with the tutor. Based on this interaction, we can separate team attitudes, behaviors, and cognition into those related to team taskwork and teamwork. Team taskwork is fundamentally task dependent and tied to the goals, measures, and assessments of learning and performance of the task under instruction. Teamwork is fundamentally task independent in that it is tied to the inner workings of the team: communication, collaboration, conflict management, cognition, coaching, coordination, and the conditions under which the team works together.

In this section of the Design Recommendations for Intelligent Tutoring Systems – Volume 6, we will discuss how both team taskwork and teamwork influence ITS design, but will focus more heavily on team taskwork.

In general, the system design process accounts for the definition of the architecture (framework), components (hardware and software), interfaces, and data distribution mechanisms for a system to satisfy a set of specified requirements. In our case, ITSs are adaptive instructional systems and the requirements might be distilled down to: a computer-based system that guides the learning experiences of teams by tailoring instruction and recommendations based on team goals, team roles, team and individual learning needs, and individual preferences in the context of domain learning objectives.

It might also be noted that the structure of teams and the nature of team tasks could and probably should influence the design of a team ITS. There are many types of team configurations, but most are variations on a set of themes:

- Single leader or authority
- Multiple leader
- Collaborative or non-hierarchical

Teams by their nature as a system require energy to maintain their focus and accomplish their missions. Since team structures involve a division of labor, there are processes required to coordinate the various roles within the team and communicate goals and progress toward those goals. Authority within the team, planning and reporting mechanisms, rules and policies should all be well understood by its members, and may also influence system design.
Teams may be focused on tasks in which the mission varies so there are consequences on our systems approach to adaptive instruction:

- **Work or process teams.** Individuals working together to accomplish a task or complete a process
- **Collaborative teams** – individuals working together to solve a problem
- **Review teams** – individuals working together to insure a standard level of quality in a product or process
- **Distributed or virtual teams** – geographically separated individuals working together in a shared digital environment to accomplish a goal
- **Adhoc teams** – individuals rapidly assembled to perform a short-term task

The individuals working on a team may also take on a variety of roles and responsibilities, which also affect interaction design between the tutor and team members:

- **Task related roles** – cost/schedule/performance/risk manager, reporter, information or opinion giver/seeker, clarifier, summarizer
- **Social or maintenance roles** – motivator, gatekeeper, harmonizer, issue tracker
- **Dysfunctional roles** – dominator, aggressor, sabbeteur

The importance of the role of leadership within a team cannot be overstated. The patterns of behavior used to influence the behaviors of others on the team run the gamut across task related, social, and maintenance roles. At their simplest, leadership can be divided into directive and supportive behaviors. Directive leadership behaviors (e.g., guidance, control, supervision) are used in setting goals, organizing work, communicating priorities, setting timelines, clarifying roles, and modeling tasks. Supportive leadership behaviors (e.g., listening, praising, and facilitating) are used in coaxing input from team members, encouraging the team, sharing experiences, easing team member problem solving, and suggesting solutions.

Leadership plays a large role in ITSs for teams. The tutor may take on a leadership role in guiding, facilitating, and recommending new goals to the team. The system design of the team ITS is influenced by the team’s need to see the ITS as an credible and effective leader to encourage engagement and learning. Both the competence and commitment of the tutor may be weighed by the team members. The competence element of leadership may be assessed via demonstrations of the tutor’s task knowledge, task skill, experience in the domain, and ability to transfer knowledge and skill to other domains. The commitment element of leadership is weighed in the team member’s perception of the tutor’s motivation to help them learn and the confidence with which the tutor facilitates the learning experience.

The chapters in this section cover topics related to team tutoring including authoring, review of a prototype system design for teams, a model of dynamic team formation and taskwork, and experimentation tools to evaluate team tutoring designs.

### Individual Chapters

The chapter by *Burke, Sottilare, and Gilbert*, “Leveraging Team Taxonomic Efforts for Authoring” asserts that all teams are not created equal and provides a detailed evaluation of these differences, and their influence on the design of effective authoring systems. Their review of the literature highlights the taxonomic structure of teams and how this work might be used to facilitate the development of an authoring system designed around the key features common to all teams.

The chapter by *Brawner, Sinatra, and Gilbert*, “Lessons Learned Creating a Team Tutoring Architecture:
Design Reconsiderations” discusses a prototype team ITS developed using the Generalized Intelligent Framework for Tutoring (GIFT) as an adaptive instructional driver for a commercial game, Virtual Battle Space. The prototype team ITS was developed to tutor a small team on the task of surveillance and was created in part to unify disparate research into a tangible model of team tutoring design principles. This chapter reports on the experience of constructing a team ITS using GIFT, and discusses the challenges and limitations of using an ITS architecture originally designed to tutor tasks for individual learners.

The chapter by Huang, Folsom-Kovarik, Hu, Du, and Yang, “Team Taskwork for Knowledge Building in Cyberlearning” discusses knowledge building in developing teams via digital technologies (cyberlearning). The authors draw heavily from the computer-supported collaborative learning literature to consider three modes of learning: individual, collaborative, and collective. Based on an analysis of social learning, knowledge building and taskwork, the authors propose a structural model for dynamic team formation and taskwork based on the literature. The proposed model will enable evaluation of the process and effect of knowledge building and team taskwork by considering each individual’s contribution to the team.

Finally, the chapter by Boyce, Sinatra, Gilbert, and Sottilare, “Developing the GIFT Event Report Tool to Support Experimentation for Teams” describes the growing need for an experimental mechanism to collect and analyze interaction data with team tutors as they evolve. The mechanism for collecting team-based data uses the GIFT event report tool (ERT) as a starting point for structuring, exporting, and analyzing data and reports.
CHAPTER 19 – LEVERAGING TEAM TAXONOMIC EFFORTS FOR AUTHORING

C. Shawn Burke¹, Robert Sottilare², and Stephen Gilbert³
University of Central Florida¹, US Army Research Laboratory², and Iowa State University³

Introduction

The use of teams has become ubiquitous within organizations of all types. However, organizations often falter in the design and implementation of teams as there is often an assumption that a team of experts will automatically culminate in an expert team capable of collaborating and coordinating their actions in an interdependent manner. Unfortunately, practical examples abound to indicate this is simply not true. Research on team training has a long history, but most recently there has been an increased focus on building intelligent tutoring systems for teams whereby instructor burden could be lessened. Building upon prior research, ITSs are only as good as the science upon which their development lies (Salas & Burke, 2002). To be useful, systems need to be systematically developed based on the science of learning and teams, yet also remain flexible to handle the complexity inherent in teams.

Research has suggested that not all teams are created equal and while a general set of team competencies can be identified, task/team specific competencies also exist (Cannon-Bowers, Tannenbaum, Salas, & Volpe, 1995). Thereby, one is faced with the question of how to build a system that can not only provide instruction with relation to transportable competencies, but guide those charged with authoring to additional competencies which are more task/team specific. A first step in this process is to understand the ways in which teams differ, which can then be used to develop a set of systematic questions to guide scenario development/selection. In this vein, the current chapter will highlight taxonomic work on teams (e.g., Sundstrom et al., 1990; Wildman et al., 2012). It will then utilize that work to illustrate how such taxonomic efforts can facilitate the development of an efficacious authoring system designed around core features common to all teams, yet diagnostic in its guidance. Finally, the chapter will conclude with a description of challenges and key decisions to be made along the way.

Understanding Teams

Teams have been defined as a set of two or more individuals working collaboratively and interdependently toward a common valued goal (Salas et al., 1992). There are a number of important components within the definition of teams which can provide some initial insight that can assist in the development of a front-end architecture for team ITSs that can be used to guide practitioners in their choice of the competencies to be trained (and correspondingly, training content or scenarios to be used). Perhaps the first question is the degree of teamness that is actually present in the collective entity whose members are to be trained. Determining whether the collective is really a team is the first step in understanding whether or not a team ITS is truly needed, as well as those competencies that might need to be targeted.

To determine the degree of ‘teamness’, one can look to team definitions to extract core features. One such core feature, revolves around a question as to whether the targeted collective is comprised of two or more individuals who are working towards a common shared goal? A second, and perhaps more complex feature, is the degree to which members must rely on one another to complete their tasks. This feature has been argued to be one factor driving the particular competencies that are important to train as well as serving as a distinguishing feature between groups and teams. Seminal work in this area conducted by Saavedra, Earley, and Van Dyne (1993), delineated four types of task interdependence which vary in the degree to which
team members are coupled with one another: pooled, sequential, reciprocal, and team. Pooled interdependence refers to tasks in which members all make a contribution to the group output, but there does not need to be direct interaction amongst members. In this type of interdependence, Saavedra et al. (1993) argue that each member typically has the ability to complete the whole task (i.e., performance is the sum of the individual performances). Moving up a level, sequential interdependence represents a one-way work flow whereby one member must complete an action prior to another member being able to act. The typical example provided for this type of interdependence would be an assembly line whereby members must rely on one another to complete the task, but coordination is dyadic in nature. In this case, members perform different aspects of the task (i.e., no one person can perform the whole task), but in a prescribed order. Greater coordination amongst members is needed in the third type of interdependence, reciprocal. Reciprocal interdependence has been described as, “…temporally lagged, two way interactions”, whereby “Person A’s output becomes Person B’s input and vice versa” (Saavedra et al., 1993, p. 63). It is dyadic coordination whereby members perform different portions of the task (similar to sequential interdependence), but do so in a flexible manner (i.e., bi-directional workflow). Finally, under team interdependence the task requires the greatest degree of coordination and tight coupling of team members in order to accomplish the task. Specifically, Saavedra et al. (1993) argue that this type of task interdependence requires members to, “…jointly diagnose, problem solve, and collaborate to complete a task” (p. 63) and in its truest form members have the freedom to design their own jobs.

The above work could be used by those designing the architecture to assist in first determining whether or not the targeted collective is truly a team versus a more loosely coupled group. In combination with this initial set of questions, is a subsequent set of questions which begin to provide insight on a baseline set of competencies to be trained. For this later set, we turn to the literature on the science of teams.

**Establishing a Baseline**

Early literature on teams argued that in order to effectively train teams, two tracks of skills must be mastered: taskwork skills and teamwork skills (Morgan, Salas, & Glickman, 1993). Traditionally, taskwork skills have represented the bulk of the focus within intelligent tutoring systems and other training-related interventions. However, in building intelligent tutoring systems for teams, those responsible for building the architecture underlying the system must move beyond taskwork skills to include teamwork skills. Building intelligent tutoring systems for teams represents a complex endeavor with a number of challenges, not the least of which is to build tools on the front end of the architecture which will facilitate the proper selection of training scenarios (and their corresponding metrics), such that the most efficacious set of training experiences can be provided based on the particular needs of the trainee.

An early consideration in moving towards this goal is the nature of the team to be trained. There has been much work conducted on the science of teams over the past thirty years which can help in this vein. For example, in delineating the competencies that are needed by organizational teams, researchers have argued that team competencies vary along two dimensions: task and team (Cannon-Bowers, Tannenbaum, Salas, & Volpe, 1995). The task dimension represents that competencies can be task-generic or specific. Task-generic competencies are ones that should facilitate performance regardless of the specific task engaged. Task-specific competencies, in contrast, are driven by the particular task in question and therefore must be trained with that task as a baseline. With regard to the team dimension, team-specific competencies are those that are important based on the specific composition of the team. In contrast, team-generic competencies are those that would influence performance regardless of the specific team members involved. These later competencies are transportable across teams and should serve members well, irrespective of the particular team members who comprise the team.
The above work not only serves to highlight a subset of broad considerations that should be considered by those responsible for developing the content within an intelligent tutoring system for teams, but combining the task and team dimensions produces a 2 x 2 matrix. The 2 x 2 matrix highlights four broad types of team competencies: context driven (i.e., task and team specific), task contingent (i.e., task specific, team generic), team contingent (i.e., team specific, task generic), and transportable (i.e., team and task generic) (Cannon-Bowers et al., 1995). Examples of context driven team competencies include: (1) knowledge - task-specific teammate characteristics, team-specific role responsibilities, cue-strategy associations, (2) skills - mission analysis, compensatory behavior, and (3) attitudes - collective efficacy, shared vision. Examples of task contingent competencies include: (1) knowledge - task specific role responsibilities, task sequencing, team-role interaction patterns, (2) skills - mission analysis, compensatory behavior, information exchange, (3) and attitudes - task-specific teamwork attitudes. Examples of team contingent competencies include: (1) knowledge - teammate characteristics, relationship to larger organization, (2) skills - conflict resolution, motivation of others, compensatory behavior, and (3) attitudes - team cohesion, mutual trust. Finally, examples of transportable competencies include: (1) knowledge of teamwork skills, (2) skills - morale building, conflict resolution, information exchange, and (3) attitudes - collective orientation, belief in importance of teamwork. The above knowledges, skills, and attitudes are but a sample of those delineated, those interested in the complete list are referred to Cannon-Bowers et al. (1995) or later work by Salas, Rosen, Burke, and Goodwin (2009). For a practitioner-oriented version of core processes and states which facilitate team performance the reader is referred to Salas, Shuffler, Thayer, Bedwell, and Lazarra (2015).

This work, in turn, can be leveraged for the building of an architecture to guide the user in identifying the most efficacious scenario set based on the competencies which need to be trained. For example, based on the above work, several questions which begin to describe the nature of the team within which the trainees will be embedded could be imagined:

- **Do you expect to be working within the same team across tasks or different teams?**

- **Do you expect to be working on the same type of tasks or different tasks?**

These questions begin to highlight the types of competencies that need to ultimately be trained. Therefore, they could then be used to link practitioners to sets of scenarios which target said competencies. In essence, not leaving scenario content to chance but using the science of teams to drive a diagnosis of front-end needs, which have a priori been tied to specific content within the program. However, in many cases there may be time and/or resource constraints so one could imagine a third-tier of questions that serves to delineate for the most efficacious set of competencies out of this larger set to begin targeting. This is where the team taxonomic efforts that have been conducted over the years become instrumental. Specifically, in providing a set of defining task, team, and contextual features that have been argued to drive a need for different types of interaction and corresponding competencies. Next, a few of the more prominent taxonomic efforts will be highlighted along with how they might be used to inform the development of a front-end architecture to assist practitioners in the selection of ITS content.

**Team Type Taxonomies**

In an effort to better understand teams, there have been a multitude of team taxonomies and classification systems developed throughout the years (e.g., McGrath, 1984; Hackman, 1990; Sundstrom et al., 2000; Devine, 2002). Taxonomies have been argued to serve several functions, including the parsimonious spec-
ification of the phenomena of interest, critical structural components and, as such, the range of generalization (Fleishman, Mumford, Zaccaro, Levin, Korotkin, & Hein, 1991). In the case of teams, taxonomic efforts have been broadly used to describe the types of teams that exist in organizational settings and corresponding structural features. A recent review of team taxonomic efforts, identified approximately seventeen team taxonomies that have appeared in the literature (Wildman et al., 2012). While there is no single agreed upon team taxonomy within the literature, the predominant number of team taxonomies are heavily influenced by the type of team and the nature of the tasks that are engaged in and, correspondingly, the underlying dimensions upon which these tasks vary. The lack of agreement on a single team taxonomy may, in part, be due to the complexity of teams.

Despite the multitude of team taxonomies and lack of an agreed upon gold standard, much can be leveraged from existing taxonomic efforts that can help to guide the building of a front-end architecture for team-based ITSs. Specifically, these taxonomies can provide insight into the types of defining features upon which teams are often classified. These defining features have been argued to be important based on them driving the need for different sets of teamwork competencies. Therefore, the defining features could potentially be used to build a set of primer questions within the front-end architecture of a team-based ITS to facilitate the identification of the types of teamwork competencies that should most appropriately be trained. Next, we briefly describe a few of the more prominent taxonomies and highlight their potential contributions in light of developing pieces of an architecture that could guide users to a better understanding of the types of competencies (and later corresponding scenarios) that may be most beneficial to train.

McGrath (1984) presents one of the earlier team taxonomic efforts whereby eight team types are distinguished based on the types of tasks typically performed. The eight team types (i.e., planning, creative, intellective, judgment, cognitive, mixed motive, contests, and psychomotor) are classified based on the degree to which they reflect: conflict-cooperation, conceptual-behavioral, and choose-execute. While this classification provides an initial leverage point, later taxonomies classify teams based on contextual characteristics. The contextual characteristics, or defining features, in turn are most often argued to have an impact on performance requirements and correspondingly the team competencies that might be most efficacious to train. Similar to McGrath (1984), in a primary focus on the nature of the team’s task is Devine’s (2002) work which delineates an integrative taxonomy of work teams consisting of fourteen team types which vary along the degree to which their tasks are intellectual (i.e., executive, command, negotiation, commissions, design, advisory) or physical (i.e., service, production, performance, medical, response, military, transportation, sports). However, Devine (2002) pushes beyond the level of task type to identify a set of contextual characteristics which cut across intellectual and physical team tasks and through which teams can be classified. Specifically, Devine (2002) argues that teams vary along the following defining features: fundamental work cycle, physical abilities, temporal duration, task structure, active resistance, hardware dependencies, and health risk. These contextual features have been, in turn, argued to impact the nature of coordination required and the types of competencies that might be most efficacious to train.

Also of note is the work of Sundstrom and colleagues (e.g., Sundstrom, DeMeuse, & Futrell, 1990; Sundstrom & Altman, 1989). Similar to earlier efforts, Sundstrom and Altman (1989) classified teams into types (i.e., advice/involvement, production/service, project/development, and action/negotiation). However, these authors highlight contextual features which have not explicitly been delineated by the previously mentioned taxonomic efforts, but would most likely fall within task structural features. Specifically, Sundstrom and Altman (1989) classified teams based on the degree of differentiation and external integration. Again, for the current purposes, we are less interested in the ‘team type’ than the contextual features which have been argued to be important in that they drive a need for different types of competencies. Differentiation refers to, “degree of specialization, independence, and autonomy of a work team in relation to other work units” (Sundstrom et al., 1990, p. 124). In contrast, external integration refers to the degree to which the team must coordinate and synchronize its actions with others outside the immediate team. This
can refer to the integration of the team with other entities in the same organization, but outside the imme-
diate team or entities outside the organization. The degree of differentiation and external integration, in
turn, are argued to create different demands for effectiveness. This distinction is important as it begins to
point to the degree to which team competencies associated with boundary spanning are important. In addi-
tion, for those teams which have low levels of differentiation it may also begin to highlight the importance
of a subset of team membership being trained on competencies that are emerging out of the literature on
teams-of-teams or multiteam systems (see Zaccaro, Marks, & DeChurch, 2012; Shuffler, Rico, & Salas,
2014). As emerging work in this area is beginning to highlight that when teams are working within a
multiteam system it is not enough to be trained in team competencies, but additional competencies may be
needed to foster performance within the larger system. In some cases what fosters effectiveness at the team
level, may actually detract from coordinated interaction and corresponding effectiveness at the multiteam
system level.

Most recently, Wildman and colleagues (2012) developed an integrative taxonomy, in part, to combat weak-
nesses in prior taxonomies which do not elucidate team-level properties which serve to distinguish different
team types. Similar to earlier taxonomies, Wildman, Thayer, Rosen, Salas, Mathieu, and Rayne (2012)
argue for an integrated set of task types: managing others, advising others, human service, negotiation,
psychomotor action, defined problem solving, and ill-defined problem solving. However, going beyond
prior work, this taxonomy focuses on team-level attributes which distinguish the various team types and
the corresponding implications for performance. Specifically, Wildman et al. (2012) argue for the follow-
ing set of team-level characteristics: task interdependence, role structure, leadership structure, communica-
tion structure, physical distribution, and team life span.

In looking at the team taxonomic efforts that have been briefly described above, one can envision a series of
prompts which could be incorporated into a front-end diagnostic tool and used to point those not experts in
team science toward the types of competencies that may be needed to be covered within targeted teams.
For example, (1) To what degree does the team need to rely on entities outside the immediate team?, (2)
What is the expected life span and temporal duration of the team (e.g., ad-hoc, intact)? (3) What is the level
of task interdependence?, (4) To what degree is the team distributed in time and/or space?, (5) What is the
fundamental work cycle?, and (6) What is the task structure? Responses to the prompted questions serve
to provide the system with a better understanding of the contextual, team, and task characteristics within
which the targeted team(s) are most likely to be operating. The science of teams could then be further
leveraged to link defining features as pulled from the taxonomic efforts to the specific competencies under-
lying the type of team interaction needed as argued for within the taxonomic efforts. Within this front-end
architecture specific competencies or perhaps sets of competencies would then be linked to scenario sets
from which practitioners and users could choose. It might also be possible to use this information to provide
those who choose to use the team-based ITSs with a set of guidelines that would assist in creating new
scenarios to tap into specific competencies once the initial front end mapping had been done.

**Conclusions and Recommendations for Future Research**

There is no denying that the design and delivery of team training is a complex endeavor, even when done
outside the context of intelligent tutoring. The complexity increases when attempting to design ITSs for
teams not only due to the multitude of moving parts, but also in part due to the fact that a team of experts
does often not equal an expert team. In essence, ITSs that are seeking to target the training of teams must
move beyond training those taskwork skills which have traditionally been the focus of ITSs, to training the
more complex teamwork skills. In doing so, there are implications and challenges from the front end design
of the architecture, to the building of content, to assessment and feedback on the back-end. Team training
has a reputation for being resource intensive and it has traditionally been noted that it often takes a team to
assess a team. The use of team-based ITS is not attempting to remove the instructor, but to reduce the
instructor’s burden. It can also serve to increase the systematic design of training by providing instructors with a set of tools that can be leveraged by individuals who have the domain content knowledge, but may not be experts in team dynamics.

While there are a number of challenges in designing ITSs for teams which have been covered elsewhere, there is also a large literature on the science of teams that can be leveraged. Herein, we have attempted to examine a small piece of that existing literature to highlight how it could begin to be used to build a high-level diagnostic capability into the front-end of the ITS architecture that could be used to more systematically map training needs to scenario design and content. Here we provide a high-level vision. To substantiate this vision, future work needs to further use the science to drill down into the questions such that meaningful responses (i.e., meaningful to those outside team science) to the prompted questions can be provided within the architecture. Additionally, while taxonomic work highlights the features argued to drive performance requirements, most do not explicitly systematically lay out how the different features drive the need for specific competencies. For some of the features highlighted that information exists at least, in part, based on meta-analytic efforts that have been conducted. In other areas it may point a need for future meta-analytic efforts or alternatively thematic analysis of the literature to map the specific linkages. In the cases where there are gaps, most notably on the knowledge or cognition side it points the need for additional targeted research. It is our hope that we have served to pique the interest of those in the ITS community and highlight that there is a literature that can help the development of ITSs for teams.
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Introduction

Intelligent Tutoring Systems have been constructed for many reasons by numerous groups of researchers and practitioners. The Generalized Intelligent Framework for Tutoring (GIFT) was created in part to unify disparate research into a commonly shared research output. Unlike individual tutoring, however, few groups have constructed an Intelligent Team Tutoring System (ITTS) (Robert A. Sottilare, 2018; R.A. Sottilare, Holden, Brawner, & Goldberg, 2011). While GIFT was created in order to address the problems of individual tutoring systems, small group (i.e., squad level) team tutoring is one of its goals, and it was modified to support the instruction of teams of individuals. These modifications were consistent with the original GIFT design goals for individual tutoring systems (individual assessment/feedback files), but this ultimately proved cumbersome for the construction of a reusable set of modules and processes for teams. This paper reports on the experience of constructing an ITTS software architecture using GIFT, but expands on the challenges encountered during the design process, and what could be done differently during redesign. Perhaps more important than discussion of the original team tutoring design or an improved team tutoring design is a discussion of the reasoning behind using certain principles and implementations. As among the first to try to construct a reusable team tutoring structure, the lessons learned should be considered as a basis for future implementations.

Types of Team Tutoring

Team tutoring is a complicated process, and requires updating existing ITS software architecture to support a team (Gilbert, Dorneich, Walton & Winer, 2018). However, the updating of the architecture is more than just duplicating what has been done for an individual multiple times. Careful consideration needs to be given to how the team will be tutored, how the team’s performance will be assessed, and the type of task that the team will be tutored on. In the case of GIFT, since it is a domain-independent ITS architecture, updating it to support teams is particularly difficult. The framework needs to be able to support multiple types of domains/content areas, multiple configurations of teams, as well as multiple types of team performance assessments. In addition to this, GIFT must be able to support tutors that are focused on teamwork, taskwork, and collaborative learning.

Further, team tutoring must support different team task configurations, and the different team pedagogies that might be used. Teamwork and taskwork tutoring differ from each other, as teamwork focuses on the general overarching principles of working together with a team, and taskwork is specific to the team task that is being engaged (Salas, 2015). In order to engage in teamwork tutoring, there should be a representation of generalized positive team behaviors that need to occur to reach a goal, as well as methods of measuring those desired team behaviors. To engage in taskwork training, however, the focus is more on the actual performance of the task itself and the role that each of those team members play in it; performance on the task is usually more easily measured. The structure and roles within the team are going to vary greatly based on what the overall task is that is being tutored. Additionally, some team tutoring tasks including collaborative problem solving or collaborative learning may have a different learner configurations. Collaborative learning theory (Roschelle, Suthers, & Grover, 2014) characterizes teams as a community in which some team members might be core members, while other members are more peripheral. Thus, a key element of monitoring team dynamics is measuring the degree to which each team member is involved in
the community, e.g., team members' motivation for collaborating, the level of joint attention to the task, and the degree to which the team members reflect on the teamwork process. From the point of view of ITTS architecture, this theory creates a software requirement that the ITTS architecture support monitoring of each team member individually, as well as each member's interactions with teammates.

**GIFT**

GIFT is made up of a series of interchangeable modules which are linked together by a message bus (Robert A. Sottile, Brawner, Sinatra, & Johnston, 2017). The core Modules of GIFT are the Domain, Learner, Pedagogical, Gateway, and Sensor. However, GIFT is an architecture, and on top of this module foundation is built a number of less standardized components – items such as authoring tools (i.e., the GIFT Authoring Tool), dashboards (i.e., the learner panel), and post-processing tools (i.e., the Event Reporting Tool). This ecosystem also includes less commonly used, or more commodity-manufactured, components such as a user database (i.e., User Management System), content repository (i.e., Nuxeo), and software libraries for external applications (i.e., XML Remote Procedure Calls).

GIFT is relatively simple, containing a few key modules, which now seek standardization through the IEEE Adaptive Instructional Systems group. Each of the core modules relates to the learner, e.g., a model of the learner's state, content to teach the learner, or expert information needed to evaluate the learner. It is tempting to design a “Team GIFT” to be the same thing – a model of the team's state, content to teach the team, and expert information needed to evaluate the team. As GIFT was built for an individual learner and then built out as a collection of differing tools in order to support the learner – the hope is that many of the tools can be re-used and not reinvented for team tutoring purposes. However, as has been reported in the literature, there are challenges involved with scaling up intelligent tutoring systems for teams (Bonner, Gilbert, et al., 2016; Bonner, Slavina, et al., 2016; S. Gilbert et al., 2015; S. B. Gilbert et al., 2017). Since a team's performance depends strongly on the team skills of the members', not only on the individuals' task skills, the complexity of the ITTS's model of the both the learners and the state of the training scenario grows exponentially. Additionally, there is the challenge of keeping GIFT domain-independent, therefore, any tools that are developed for authoring in team tutoring in GIFT need to support multiple types of team configurations.

**Team GIFT**

An initial team surveillance task tutor was developed using GIFT, and has been detailed in the literature (S. B. Gilbert et al., 2017). One of the main goals in the development of the tutor was demonstrating that GIFT could be adapted for use by multiple players in a shared environment. The first version of the tutor consisted of two players working together to monitor their own portions of an environment in a scenario in the computer-based software Virtual Battlespace 2. Challenges that needed to be overcome were how to assess the team members as individuals and as a team, and how to have GIFT assess their performance as well as provide feedback simultaneously. The goals of this initial tutor creation included creating a shared terminology; creating a militarily-relevant team task; and establishing an approach that can facilitate the development of team tutors. The challenges were overcome primarily by adapting the existing feedback and assessment structure (Domain Knowledge Files) to be able to track performance by both individuals and by a team. Primarily this was done by having a separate DKF for each individual player, and an additional DKF that assessed the team tasks and could provide feedback to both players if needed. The synchronization challenge was solved in this particular instance by utilizing a “lobby” in which both players checked in prior to the beginning of the tutoring session, as is used in many multiplayer commercial games. This lobby method is generalizable, as shown by the multitudes of commercial games, but the approach may have to differ based on the training applications in use with GIFT.
The initial team surveillance task was used to create two tutors. The first of these was the Surveillance Tutor, which had two team members with the same role. The second tutor was called “Surveillance Tutor with Sniper,” which was a three player version which involved creating an additional DKF file for the new team role and their interactions with other team members. These two tutors represent a first attempt to engage in team tutoring in the GIFT framework. They can be thought of ”successful” as they were operational enough to accomplish the task of team tutoring while being designed flexible enough to capture new tasks, domains, and team structures. However, many of the approaches that were used in the creation of the two tutors were tightly coupled with the task that existed, and the addition of tasks lacked in both generalizability and scalability. The simple addition of a new team member involved the addition of a role, its assessment, its communication, and the assessment of the communication; further additions would face exponential complexity. While the initial two ITTS met their goals, but it is now time to consider how the approach could be improved; are there other approaches that could achieve the same goals but have additional scalability?

First Pass Design and Walkthrough

As part of the initial GIFT ITTS approach, the team decided that the team tutoring system and architecture would be built on top of the existing GIFT structure. The tutoring for a team consisted of the tutoring for each team member in the same manner as an individual tutor (based on an individual DKF assessment), and that the team members would additionally receive tutoring as part of team tutoring components (based on a team DKF assessment). See Figure 1 for a visual representation of the approach used in the initial GIFT team tutor. This decision to treat “the team” in a similar way that GIFT would treat an individual had ramifications for the core GIFT modules, but also for the less standardized components and for the commonly-used components. The changes to individuals’ modules in order to support this decision are discussed next, on a module basis. For an individual application, a single Gateway Module was needed to link the external simulation to the rest of GIFT. For an individual learner, the Gateway Module translated simulation messages into GIFT messages and sent them to the Domain Module for assessment. For a team of learners, the Gateway Module remains unchanged, except that messages for each player were appropriately routed to the individual Domain Modules for the individual learners, and messages regarding each player should also be copied to a Team Domain Module (or, more accurately, the existing Domain Module...
with a team configuration). As mentioned above, the need to have multiple players within the same simulation also imposed the requirement to have a shared start time, a “game lobby” functionality and other general synchronization logic.

As noted above, for an individual learner, the Domain Module has a configuration called a Domain Knowledge File (DKF). The DKF contains the information about how the learner will be assessed in the external application, and the domain specific feedback that they are to receive; it has links to content, assessments, and feedback which are controlled by pedagogical direction. For a team of learners, the GIFT architecture was tweaked to allow the existence of multiple simultaneous DKFs. Thus, each learner had an individual DKF, and a team DKF was added containing similar information. The team DKF processed team performance, team assessment, and team feedback (for both teamwork and taskwork). For a team with three team members, one can imagine six DKFs: one for each team member, one for the team of three, and one for each pair of team members so that pair communications can be monitored. This architecture served the purpose of monitoring both individual and team performance, but it leads to the challenge that each DKF functions like an independent tutor that does not know the actions of its tutoring colleagues. See below for more detail on the implications.

For an individual learner, the Learner Module gathered, stored, and reported information about the learner. In individuals, these attributes are items such as personality type, learning preference, as well as information about performance, learning, and affect. Following the logic described above, to extend this for teams, the Team Learner Module (Learning Module with a "team" configuration coming from the Domain Module), would gather, store, and report information about the team. Relevant team specific learner module components would include team performance and team-level assessments of state, such as measure of communication or trust. However, in the two surveillance ITTSs, this team Learner Module did not add any specific value, as no domain-general team items were programmed to be observed. This design decision required results in the Domain Module to drive team instructional decisions. The result of this is that it is not easy to reuse this approach between domains, as many assessments rely on the content of the messages that team members communicate to each other. In theory, however, the configuration of team assessments, such as frequency of communication acts, may be transferrable between domains.

For an individual learner, the Pedagogical Module controls the instruction, including actions such as ordering content, requesting assessment, changing scenario difficulty, providing hints and feedback, and other instructional actions. Following the logic above, for a team, a team pedagogical module would need to make the important decision of when to give feedback to specific team members and when to give feedback to the entire team. In the surveillance ITTSs, the normal pedagogical module was fed information tagged with "team" simply passed the feedback onwards. Future implementations should allow for team-specific models, modeling of differing team members, and other pedagogically-specific items.

Also, a key requirement for tutoring teams is monitoring the overall amount of feedback received by team members. With the multiple-DKF architecture mentioned above, it is easy for learners to be inundated with too much feedback with messages arriving from their individual DKF, the team DKF, and any sub-team DKFs that might exist. As a specific example, a learner who does not report an observation of an enemy ship in a timely manner may be graded poorly on their individual observation performance, graded poorly as a team on a communication metric, and graded poorly as a team for reporting observations – resulting in three pieces of feedback individually and two pieces of feedback for the team. A better team tutoring system would handle individual and team feedback differently, such as providing individual task feedback during the event and saving team feedback for an After Action Review (AAR). Ideally the team pedagogical module would filter feedback messages from the multiple DKFs, correctly model a chain of command, or other more complex items.
In the surveillance tutors, an additional Feedback Filter component was created. Normally, GIFT offers feedback to the learner after every action that changes the learner's overall assessment state (Above, At, or Below Expectation). In tasks in which every learner action is noteworthy pedagogically, e.g., where learner actions consist of answering questions or completing tasks, this approach makes sense. But if the granularity of the learners' tasks is smaller, such that the overall pattern of learner actions is of pedagogical interest, but not the individual actions, feedback need not be given for each action. The surveillance tutors fit the latter category, with learners performing many repetitive small actions. Thus, the Feedback Filter allowed only every \( n \)th feedback message to reach the learners, where \( n \) depended on the subtask.

**Design Failures**

One of the design goals of GIFT is to provide a pedagogically sound approach to authoring a tutor that does not require the subject matter expert to understand the elements that make up a tutoring system. The tutor author brings his or her content to the system, and the system is primarily responsible for configuring the tutor. A part of this design trade-off is that the individual components of the tutoring system can be more complex, while reducing complexity overall. As a specific example, consider the creation of a domain-dependent model of content applicable to multiple new and unknown application tasks (e.g., modeling how to dress wounds in multiple application contexts such as in field, in the home, and in the workplace); this task is more complex than modeling the domain specifically for one application (e.g., how to dress wounds just at home), but did not require the additional creation of learner modeling techniques, instructional techniques, feedback delivery mechanisms, and other tutoring components. Although the individual model of the domain was more complex, the overall complexity required to make a tutoring system decreased. This approach, while adding work for an individual component (the wound dressing model), gives an overall reduction to system authoring cost as applications are expanded.

The architecture of the Feedback Filter, while a good first attempt, presented several problems. First, it was based on the assumption that feedback about individual performance and team performance were of equal weight. In reality, the nature of the task and coaching pedagogy would determine this weighting. For a small team with tightly interdependent tasks, the individual feedback may be critical for the overall team. For a team of people who act more independently, but share a common overall purpose, individual feedback may play a stronger role. Also, the approach of simply “passing along feedback” belies the careful strategic approach to giving feedback taken by a professional team coach. For the individual, every feedback statement is a criticism, even if taken constructively. While sometimes the bitter pill of receiving feedback can be mollified by a framing of “It's for the good of the team,” that approach can be used only a limited number of times. Thus, team feedback statements and individual feedback statements are not equivalent in impact on the learner, and should not be counted as such. Finally, different learners have different tolerances for receiving feedback. Ideally, this filter would be personalized for the team member based on a profile of whether the learner benefits from more or less feedback (ex. frequent feedback for novices, infrequent feedback for experts).

This complexity is compounded through the interactions of the various components. The original GIFT architecture called for a single sequential round trip from the learner to the training environment to the Gateway Module to the Domain Module to the Learner Module to the Pedagogical Module and then back to the Domain Module, to the Gateway Module, to the training environment and to the learner. This represents a single loop of human-system interactions. The above design calls for a parallel linear interaction (adding “Team” to each Module), which is tied back into the training environment for multiple learners. The human-system interaction is then a product of two loops that interact: one for individual tutoring and one for team tutoring. This makes testing, debugging, and tracking activities more complex, even without considering the challenges of time-delayed feedback, the construction of after-action review reports, or real-time feedback.
One approach to handling this is to create a broader, more generalized version of the Feedback Filter that one might call the Learning Experience (LX) Module (Cushard, 2012). Just as companies seek to optimize the customer experience they offer, the LX Module would maintain awareness of each team member's experience in the simulation: their initial learning profiles, how successful they are, their cognitive load, the amount of feedback they've received, how their performance is changing, how much impact they have on other team members, etc. – all the factors that a quality professional coach takes into consideration. This "executive" module of GIFT would be based on LX models of different team tasks and different team structures, so that it could be re-usable from team to team and task to task of the same genre.

GIFT Design Principles

GIFT was initially designed to solve complex but definitive problems. The first of these is the problem of lack of standardization, causing increased initial construction cost of the ITS. The second is the difficulty of modifying an existing system to suit new purposes. These problems were addressed through the separation of logic and the creation of a common infrastructure. The goals for team tutoring include the goals for individual tutoring with the added goal of being able to provide tutoring to multiple individual team members and to the team as a whole.

Separation of Logic

Meeting the two goals discussed above starts with the separation of logic. Separation of logic, or dividing the system architecture into maximally separate independent modules, so that each could be updated separately for new training situations, is the primary design goal. This approach accommodates shared authoring tools, interchangeable instructional domains, keeping experimental control for instructional modifications, and other items. Separating the logic into modules additionally allows for the topic area (domain) of a tutor to be changed to another topic (domain) area with relatively minor edits. Similarly, it allows for the improvement of pedagogy across all topic areas through the replacement of a pedagogical module with an improved pedagogical module without further change.

For a team, this issue matters – team assessment is not likely to be held constant across multiple team structures. A good basketball team and a good aircraft maintenance team have both a) different jobs (score points, fix planes), b) different measures of what good taskwork is (pass ball and create openings, delegate out work), and c) different models of what good teamwork is (communicate frequently, leave people alone to work). It seems possible that a model of team instruction may not be held constant over multiple domains, though it could be that, if well designed, a relatively small set of team models could satisfy many domains (e.g., the Pareto 80/20 principal).

Another approach to consider is a parent-child inheritance hierarchy within modules. For example, some pedagogical principles, like "If the learner is getting frustrated, try to offer him/her some small successes," might generalize across domains. Other pedagogical principles might be specific to the domain. For example, if learning to write complex Excel formulas with multiple nested IF conditions, a principle might be, "If the learner can't debug the complex Excel formula, suggest breaking it up across multiple spreadsheet cells and building it up piece by piece." This more specific pedagogical principle could be considered to be a child class instance of the parent class principle of offering small successes. Thus, a new ITS or ITTS could be authored with a generic template of parent class principles, saving significant time, and then add more specific child instances as necessary. This same hierarchical inheritance approach could apply to domain models and feedback instances as well.

Figure 4 illustrates an example of an ITTS architecture that would use this inheritance approach to guide members of a medical team: a doctor and two nurses. The tutor contains domain models for general medical
task work, along with more specific models of doctor knowledge and nurse knowledge. Also, it contains a domain model for teamwork generally, and a more specific instance of that model focused on teamwork on medical teams. The domain models would like generate many possible feedback messages for any given configuration of world states and learner actions, and pass those messages to Pedagogical Prioritization for winnowing. The Pedagogical Prioritization module contains a model of the most general pedagogy, as well as more specific models for team pedagogy, and even more specifically, medical team pedagogy. Also, it contains pedagogical techniques designed specifically for doctors and nurses. This module would prioritize feedback messages based on pedagogical guidelines and pass the surviving options to the Feedback Filter or LX Module, which contains models of each of the learners, as well as a team model and sub-team models. This overall module is responsible for making sure the learners are not overwhelmed by feedback, and would maintain a history of their learning experiences so far so that it can optimize each person's learning. This module finally chooses among the multiple feedback messages passed to it and sends them along to the learners.

![Figure 4: Example of an ITTS architecture featuring hierarchical inheritance models. A doctor and two nurses are the team.](image)

**Common infrastructure and Pipeline**

In the same manner as GIFT for individual tutoring is built upon interchangeable modules for the purpose of both production and experimention, a team tutoring architecture should mirror this functionality. Achieving the first goal of logic and process separation should allow for the achieving of a second goal of a common infrastructure. Advantages of construction in this manner is the ability to share a common set of authoring tools, a data processing pipeline, and standardization of requirements for construction. While these are not explicit architectural principles, they are a desired product of the other principles.

**Individual and Team Tutoring**

For individuals, tutoring is synonymous with individualized feedback and path planning through content. For teams, however, teaming items are divided among both taskwork and teamwork. Taskwork is the tasks
that have to be accomplished (it is domain dependent). Teamwork is how the team is performing with respect to itself (it is mostly domain independent). These items are somewhat separate, as a team can be internally consistent and work well together but still fail to accomplish the task. As a concrete example, consider a losing World Cup team; the team is clearly very skilled and works well together, but in this specific instance did not accomplish their task. Similarly, it is possible to have poor team performance but accomplish mission or task objectives. As a concrete example, consider a middle school soccer team with a single exceptional athlete. The team may perform poorly as a team, but still win because of the individual athlete's performance. Tutoring a team to perform well (taskwork) and to be a functional unit (teamwork) are two separate items, but a flexible domain-independent team tutoring architecture should strive to accommodate both goals.

**Team Design Examples – Training Different Types of Teams**

The structure of teams can vary significantly. Teams might have members with different roles, the same role, or a mix. Teams may have a central hierarchical leader, shared leadership, or no explicit leader. Team members may be co-located or distributed. These are just a few of the different characteristics of team structure described in (Bonner et al., 2015). Also, team tasks themselves can vary significantly in interdependence across team members, independent subtasks performance, and other criteria. In the following section we describe two different team tasks with different configurations of roles.

These two examples highlight the differences that can exist in the roles, responsibilities and tasks of team members in different domains. A generalized ITTS framework needs to be flexible enough to allow for the authoring of tutors in both of these areas as well as other needed configurations.

**Anti-Submarine Warfare (ASW) Helicopter Team**

Anti-submarine warfare (ASW) helicopter team members have distinct roles with separate tasks. Physically, using active sonar reveals the position of the sonar system to those within range. An alternative to the use of surface ship mounted active sonar, which effectively announces ship position to enemies, is to use helicopter-mounted “dipping” active sonar. As it is technically difficult to hit a helicopter with an underwater-launched weapon without revealing the submarine’s position, this approach to active sonar is preferred in many contexts. The goal of an ASW Helicopter team is to find hidden submarines from the (relative) safety of an airborne platform. The ASW Helicopter team has three key members – a pilot, a copilot, and a sonarman, with the primary tasks of flying the helicopter, coordinating intelligence with the host ship, and operating the sonar to find submarines, respectively. Theoretically there is no overlap between the tasks in each of these roles, while cross-training is common in practice.

**Combat Outpost Guard Team**

A combat outpost guard team has a very different configuration than an ASW helicopter team. The primary goal of a combat outpost is to extend the depth of the security area, or provide safety to forward observing positions who may be encircled by enemy forces. There can be many members of a stationed combat outpost guard, but a minimum of two posted guards is common. The mission of the posted guards is to observe and report on relevant activities they observe outside the secure area until ordered to withdraw, advance, or some other order change. Functionally, each member of the team has the same mission during this time period.
Team Architecture Design Goals

Design Goals for Reuse

GIFT, as originally designed for individuals, can be reused to provide tutoring for teams, provided that the tutoring system adequately represents each team member's task role. As a design approach, this means that the individual tutoring for the combat outpost guard team can be identical without any significant change – the system can apply the assessments written for the individual for each team member. Reuse of individual tutoring is wholesale. Similarly, changing the individual tutoring from tutoring two individuals to tutoring ten individuals playing similar roles involves little, if any, changes. Similarly, the performance of the team can be a more simplistic roll-up of individual performance metrics; the security of the outpost is mostly a summation of the security at each point. The assessment configuration of teamwork performance (e.g., communication, coordination, etc. (R. Sottilare et al., 2017)), however, may be able to be reused from another domain which is heavily communication-oriented.

The ASW team, however, has different roles. Each role has very different responsibilities – piloting aircraft; tactics and procedure; operation of underwater acoustic sensors. The individual tutoring that each of these learners receives is significantly different; there is little opportunity for reuse of domain content. GIFT, however, may reuse all of the other components of tutoring – Learner Module, Pedagogical Module, Gateway, etc. The team performance metrics cannot be a simplistic roll-up of individual performances; there is not an additive relationship between 20 seconds of smooth hovering and spotting an enemy submarine. Alternatively, the performance of the team, or teamwork measures, such as communication and coordination (Sottilare, 2017), may be able to be reused from a training environment similar to the above example guard team task.

The intention behind a team tutoring framework is that, at a minimum, the teamwork tutoring component can be reused across instructional domains. Further, that the generated team tutor can be expanded to accommodate additional team members and roles easily. Additionally, similar to how GIFT does not change the Learner/Pedagogical/etc. Modules in order to instruct a new domain, the team tutoring system should be able to perform these actions on the team level – keep a history of the team, have a consistent instructional model, etc. This design goal for a team tutoring architecture to support the training of many teams has two derived requirements: for the team component to be agnostic to both the domain of interest and the structure of the team.

Agnostic to the Domain

Firstly, the structure to support team modeling and instruction must be agnostic to the domain of instruction. If correctly designed, this is a direct product of modularity. The ability to shift a team tutor from one type of team and task to another is critical to the creation of a team tutor; what good is a team tutoring architecture if it can only tutor ASW Helo teams? One way to think about team taskwork is to think of it as domain-dependent teamwork.

Agnostic to Team Structure

It is possible that different structures of teams should be instructed differently. The authors, however, hypothesize that there are basic models of instruction or principles of teamwork that are applicable regardless of team structure. The hope for such models is that they can be applied as baseline models for many types of teams, assuring that all teams get at least some instruction. An example of a simplistic model of
team instruction, similar to the initial simplistic models for individual tutoring GIFT, is “feedback on underperformance given immediately upon observation.” Another simplistic model of team pedagogy is a “speak the same language” model which monitors for vocabulary overlap and gives corrective feedback when vocabulary overlap is not observed. Both of these models are applicable regardless of team size and structure, albeit simplistic. More complex models can be constructed with similar data, as enabled by architectural design.

Design Tradeoffs Considered for Taskwork and Teamwork

Design Tradeoff Evaluation

The design tradeoffs will be considered with their ability to provide for the following list of desired features, discussed above:

1. Separation of logic among modules
2. Ability to provide common infrastructure, such as for authoring tools and database structure
3. Ability to tutor individually
4. Ability to tutor team taskwork
5. Ability to tutor teamwork
6. Ability to accommodate differing team structures
7. Ability to accommodate differing team assignments
8. Ability to be authored

Option 1 – Do Nothing: The Crowd of Tutors.

GIFT is capable of team tutoring by default through the use of multiple simultaneous domain models: one for each player, one for the team, and others for subteams, if necessary. This represents the failures of the first design, discussed earlier. This approach provides good scores on the separation of logic and common infrastructure. Upon use of this design, the team is instructed as though it is an individual learner – with content mapped to its joint traits, scenarios assigned in an escalating difficulty mastery-learning paradigm, and feedback given to all team members. A direct result is that no individualized feedback is available from the system (except on individual tasks created in the individual tutors), but that team taskwork performance is the primary means of adaptation. No team-specific modeling pedagogy is assigned, although authoring considerations could provide teamwork items as authored domain-dependently within the Domain Module. The structure does accommodate for differing team structures and roles. One of the primary disadvantages of this approach is that each of the learner components acts essentially as a separate, independent tutor. Thus, each team member on a three-person team might get feedback from his or her individual tutor and the team tutor, without those two tutors knowing what each other's feedback was. If the three-person task involved important pair-wise relationships, then it might require a learner module for each individual (A, B, and C), a learner module for each pair of individuals (A-B, B-C, A-C) and a learner module for the team (A-B-C). This "crowd" of six independent tutors could lead to significant feedback overload and even mixed messages that conflict in their direction. However, much like Selfridge's classic Pandemonium model of perception (Selfridge, 1958), in which we recognize objects by having a crowd of neural "demons" each simultaneously shouting about the features they see, and listening to the demons that shout loudest, a Crowd of Tutors approach could have a filter that quiets all but the "loudest" tutor feedback.
Option 2 – Individual Tutors for Individuals, Information Reported to Single Team Tutor Information (Initial Design).

The drawbacks of this type of design have been more thoroughly discussed in the earlier sections. Suffice to say that the design allows for individual interchangeability and significant flexibility, but that it does so at the cost of the maintenance of many modules. While the system is capable of tutoring the individual team members on taskwork and teamwork, the creation of the logic to assess, give feedback, and post-process imposes significant burden on the author. The author must answer the questions of what each team member should be performing with respect to his or her individual task, with respect to the overall team task (taskwork), and with respect to being a member of the team (teamwork). This is more appropriate for teams such as the ASW team where roles are sufficiently different with little taskwork overlap.
Option 3 – “Team” Modules for Team Tasks

In an effort to moderate the complications of authoring team and individual tasks, and to standardize team taskwork and teamwork items, a structure of “team” Domain items, team modeling and team pedagogy can be considered. This mitigates many of the problems faced in the initial design. Further, it allows the common tools for team items without being particularly concerned about the individual domains. Authoring tools may be able to be templated for authoring team items, asking streamlined questions for individual domains such as “how often should team members communicate?” and “what should elements of a shared language or mental model be?”.

Figure 6. Initial Design for ITTS
Option 4 – “Role” Modules for Tasks, Team Roll-up

In an effort to moderate the complications of authoring team and individual tasks, and to standardize team taskwork and teamwork items, a structure of “team” Domain items, team modeling and team pedagogy can be considered. This mitigates many of the problems faced in the initial design. Further, it allows the common tools for team items without being particularly concerned about the individual domains. Authoring tools may be able to be templated for authoring team items, asking streamlined questions for individual domains such as “how often should team members communicate?” and “what should elements of a shared language or mental model be?”. Further, it allows for team member to switch roles and not be penalized for accomplishing team goals; as a concrete example if the ASW Pilot and Co-Pilot switch seats but the total team mission is still accomplished. This type of design allows for an ease of authoring, as individual tasks can be mapped to one/more roles and evaluated at the “world” level for their accomplishment. Further, it allows for the portability of team pedagogy and models, abstracted from the domain.
Design Recommendations for a Team Tutoring System

Table 1. Table of Design Tradeoffs

<table>
<thead>
<tr>
<th></th>
<th>Poor</th>
<th>Good</th>
<th>Good</th>
<th>Good</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual Tutoring</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Team Taskwork</td>
<td>Poor*</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
</tr>
<tr>
<td>Team Teamwork</td>
<td>Poor*</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
</tr>
<tr>
<td>Differing Team Structure</td>
<td>Fair</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
</tr>
<tr>
<td>Differing Team Roles</td>
<td>Fair</td>
<td>Good</td>
<td>Good</td>
<td>Good</td>
</tr>
<tr>
<td>Ability to be Authored</td>
<td>Poor</td>
<td>Fair</td>
<td>Fair</td>
<td>Good</td>
</tr>
</tbody>
</table>

*Dependent upon authoring

**Many modules, difficulty in commodizing

As we have described in this chapter creating a team tutoring framework is a difficult challenge. Creating a team tutor is difficult, but trying to account for all types of configurations of teams and retain flexibility makes it harder when designing an ITTS framework; achieving generalizability and scalability while not
compromising to individual items is fundamentally difficult. We have discussed different possible approaches of creating an architecture that can support multiple types of team tutoring and different domains. At the time of writing, it seems as though the creation of individual roles, logic for mapping individual team members to roles, assigning traditional tutoring over roles, and transferring team instructional models between domains as domain-general team training provides the greatest level of scalability and generalizability. This is what this paper recommends as a path moving forward, although implementation details such as “team member to role disambiguation” may prove more difficult than initially assessed.
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**Introduction**

With digital technology and the Internet infused in education, the research and practice of learning by means of digital technologies, or cyberlearning, is growing quickly. In order to understand how people learn in technology-rich learning environments, the computational modeling of learners and groups are of great importance to promoting learning science. Considering the interactions of the three forms of cyberlearning (individual learning, collaborative learning, and collective learning), we draw from the research of social learning, knowledge building, and computer-supported collaborative learning (CSCL). Based on the analysis of the character of social learning, knowledge building and taskwork, we propose a structure model for dynamic team formation and taskwork. The model will enable evaluating the process and effect of knowledge building and team taskwork by considering each individual’s contribution to the team.

**Infusing Cyberlearning into Classroom Learning**

With the expansion of the digital world, every sector of society has been influenced by information and communications technology (ICT). The digital world is a combination of the real world and virtual world, thus, people’s life style and ways of working have changed from real world to the blended world, as well as the ways of learning (Liu, et al., 2017).

Nowadays, learning is not confined to only physical settings, like a classroom, but also happens in cyber settings, in either a synchronous or asynchronous approach. Informed by learning science, cyberlearning is the use of new technology to create effective new learning experiences that were never possible or practical before (CIRCL, 2017).

In 2008, a report on “Fostering Learning in the Networked World: The Cyberlearning Opportunity and Challenge” (Borgman, et al., 2008) was presented by the US National Science Foundation (NSF), which stated the background for cyberlearning, strategies for building a cyberlearning framework, and opportunities for action. Cyberlearning offers new learning and educational approaches and the possibility of redistributing learning experiences over time and space, beyond the classroom and throughout a lifetime (Borgman, et al., 2008). From the report, it is clear that “cyberlearning” reflects a growing interest in managing the interactions of technology and education, especially concerning the use of Internet and information technologies.

China has implemented the ConnectSCS (connecting Schools through the broadband network, connecting Classes with quality digital resources, and connecting Students in cyber learning spaces) project since 2011. During this period, school Internet access rose from 25% in 2011 to 89.8% in 2017; 85.1% of schools were equipped with multimedia classrooms in September 2017; 55% of teachers have used cyber learning spaces,
and 38.4% students have used cyber learning spaces by September 2017 (MOE China, 2017). ICT in education in China has changed from emerging and applying to integration and infusion.

In China, the “Guidance on active promotion of ‘Internet +’ Initiative” was initiated by State Council in July 2015 (China State Council, 2015), with the aim to integrate mobile Internet, cloud computing, big data and the Internet of Things with modern manufacturing, to encourage the healthy development of e-commerce, industrial networks, and Internet banking, and to help Internet companies increase their international presence. Part 6 of the action plan is “‘Internet Plus’ Services for the benefit of people”, with the No. 5 of this part focuses on “Explore new service supply mode for education”. The main foci are: (1) encourage Internet enterprises and private educational institutions to develop digital education resources and to provide educational services via the Internet according to market demands; (2) encourage public schools to explore the new model of education by using digital education resources and educational services platforms, expand the coverage of quality education resources and promote education equity; (3) encourage schools to cooperate with Internet enterprises to provide new ways of public educational services for basic education, vocational education and so on, by connecting online learning resources and offline learning resources; and (4) promote the sharing of online courses in colleges and universities, expand the new cyberlearning methods (such as Massive Open Online Courses), explore the system of learning credits recognition and learning credits transfer, and accelerate the reform of service mode of higher education.

From the US to China, and from west to east, ICT in education has been paid more and more attention and is often regarded as the transformative force to innovate education. With ICT infused in education, the learning environment has become more blended, and learning in cyber spaces should be connected with classroom learning. It is urgent to understand how to connect different forms of learning in both physical spaces and cyber spaces.

Collaborative Knowledge Building and Cyberlearning

We consider three types of learning: individual learning, cooperative learning, and collective learning. Individual learning is structured by creating no interdependence among learners; individuals perceive that the achievement of their goals is unrelated to other individual performance (Johnson and Johnson, 1978). Cooperative learning is the instructional use of small groups through which students work together to maximize their own and each other’s learning (Johnson et al., 1994). It is similar to collaborative learning, which emphasizes that learning occurs as an effect of community (Johnson and Johnson, 1999). Collective learning refers to a conceptualization of learning that takes the structures and processes of social cooperation into account as a “reality sui generis” (Miller, 1987). Collective learning represents a macro concept that addresses learning at the levels of the team, the organization, and society, which can be conceived as an evolutionary process of perfecting collective knowledge (Garavan and Carbery, 2012).

Cyberlearning, technologies are used to facilitate the efficiency of individual learning, cooperative learning, and collective learning, by exploring connections among human learning, cognition, collective intelligence and technologies, and even artifacts. Cyberlearning not only addresses the next-generation genres (types) of learning technologies, but also how people learn in technology-rich learning environments through data collection and computational modeling of learners and groups of learners that can be done only in such environments (Borgman, et al., 2008).

Modeling of learners and groups of learners is the key to understanding how people learn in the individually, through cooperative learning, and collective learning. Since the emergence of intelligent tutoring systems (ITS), the modeling of learners has been explored as an important part of the tutoring process. In this Internet age, individual learning, cooperative learning and collective learning could happen hand in hand in a
Computer Supported Collaborative Learning (CSCL) was first described as a pedagogical approach wherein learning takes place via social interaction using a computer or through the Internet (Stahl, Roschmann, & Suthers, 2006). This kind of learning is characterized by the sharing and construction of knowledge among participants using technology as their primary means of communication or as a common resource (Stahl, Roschmann, & Suthers, 2006). However, since 2005, CSCL is increasingly deployed in support of other pedagogy, rather than as a distinct pedagogical approach (Dillenbourg, Järvelä, & Fischer, 2009). Collaborative activities are becoming integrated within comprehensive environments that include non-collaborative activities stretching over the digital and physical spaces and in which the teacher orchestrates multiple activities with multiple tools (Dillenbourg, Järvelä, & Fischer, 2009). In the research and practice of CSCL, the cultural differences of eastern world and western world should be noted. As an example, students in eastern world attached great importance to maintaining a harmonious atmosphere and maintaining relationships, which normally leads to a superficial discussion in CSCL. However, students in the western world are more focused on the learning task, and when their opinions are different from others, they usually directly expressed what they thought, which will lead to relatively in-depth discussion (Yang et al., 2014).

In cyberlearning, the three different forms of learning are dynamically interconnected in both physical and virtual spaces, and CSCL provide valuable insights to the collaborative knowledge building in cyberspace. In order to deeply understand the group forming process and collaborative mechanism, the following section will focus on social learning, knowledge building and team taskwork.

**Team Taskwork for Knowledge Building in Cyberspace**

Social learning was defined as “a learning theory that emphasizes how people learn from others through observation, imitation, and modeling” (Bandura, 1963). In order to stress the dynamic interaction between people and the context in the construction of meaning and identity, Reed et al. (2010) defined social learning as a change of understanding that goes beyond the individual to become situated in wider social units or communities of practice through social interactions between participants within social networks.

Therefore, social learning must (1) demonstrate that a change in understanding has taken place in the individuals involved; (2) demonstrate that this change goes beyond the individual and becomes situated within wider social units or communities of practice; and (3) occur through social interactions and processes between actors within a social network (Reed, et al., 2010).

Knowledge building could be defined as "the creation, testing, and improvement of public knowledge/cultural artifacts" (Scardamalia, Bereiter, & Lamon, 1994), which is a social and collaborative process to advance knowledge and ideas of value to a community, with individual learning and growth of members as an important by-product (Zhen, 2012). Based on the ontological analysis of our existence as made up of three interacting worlds: World 1 (the physical), World 2 (the subjective) and World 3 (the locus of cultural products), Bereiter (2002) believed that learning took place in World 2, while knowledge is built in World 3. One component of knowledge building is the creation of “epistemic artifacts,” tools that serve in the further advancement of knowledge (Sterelny, 2005). These may be purely conceptual artifacts (Bereiter, 2002), such as theories and abstract models, or “epistemic things” (Rheinberger, 1997), such as concrete models and experimental setups.
Stahl (2000) proposed a model of collaborative knowledge building to describe the process and elements of interactions between personal knowledge and public knowledge, as shown in Figure 1. From the figure, the relationship of individual learning, collaborative learning, and collective learning could be easily understood. Social knowledge building was the process of collaborative creation of public, collective knowledge, while in the process individual learning is an essential and demonstrable by-product.

![Figure 1. A diagram of knowledge building processes](image)

Knowledge building stemmed from an early emphasize supporting individual intentional learning and expertise and has evolved to emphasize social production and improved collective knowledge. The change of this emphasis is of great importance to the design and use of computer-based environments to support collaborative learning and knowledge growth. In such a period, how individuals contribute to the development of public knowledge and at the same time gain their own individual knowledge are the key for learner modeling and group modeling for cyberlearning. Teamwork and taskwork are the two concepts that should be considered in the modeling of knowledge building.

Team taskwork refers to those relevant individual behaviors that directly lead to the successful accomplishment of collective goals (Salas, 2015), while teamwork on the other hand describes the activities performed by a group of people focusing on how they work together. Teamwork consists of behaviors that are related to team member interactions and are necessary to establish coordination among individual team members in order to achieve team goals, whereas taskwork consists of behaviors that are performed by individual team members and are critical to the execution of individual team member functions (Morgan et al, 1986). Team performance is comprised of both teamwork and taskwork. Measuring teamwork requires identifying dimensions of teamwork or processes that comprise the teamwork construct, while taskwork requires identifying individual behaviors and therefore the specific team functions (Yeboah-Antwi, et al., 2013).

The study of teamwork is becoming popular in service, hospitality, and tourism organizations because of its influence on service quality, productivity, and organizational effectiveness (Jong, Wetzels, & Ruyter, 2008; Hu et al., 2007). Teamwork can be used as a knowledge building activity or a creative learning strategy. How to model teamwork and taskwork to promote the best performance of groups is still a challenge for technology-enhanced group learning.

Intelligent tutoring frameworks like Generalized Intelligent Framework for Tutoring (GIFT) should include support for team taskwork (Sottilare et al., 2011). A typical Intelligent Tutoring System (e.g. GIFT) is
considered to have four major components: the domain model, the student model, the tutoring model and the tutor-student interface model. An ITS could be enhanced to include a group model. The proposed dynamic group model consists of two parts. One part is distributing different students into groups in an online system relying on the structure of student model and tutoring model, which is mainly focusing on group formation problem. The other part is supporting team taskwork with the consideration of the structure of the domain model, which is mainly focusing on profiling taskwork and team assessment.

Profiling Group and Group Processing

The collaboration between people in a virtual environment can be used as an important part of knowledge building. This trend is also reflected in the field of education in which students collaborate via an Intelligent Tutoring System. The increasing popularity of Intelligent Tutoring Systems has enabled students with different characteristics, skills and background to collaborate with each other in a teamwork setting, especially when students need to collaborate in different short-term groups, but each turn changes their role in the team. So to improve team performance and service quality, guarantee productivity and effectiveness of a team, we will put forward a model to identify dimensions of teamwork or process in collaborating learning.

There exist several methods which solve a group formation problem in the educational domain (Isotani et al., 2009). The significant part of these methods focuses on long-term groups which collaborate on complex tasks during several days or even weeks. A minority of existing methods are aimed to propose short-term groups, but they usually consider only a single assignment of students into groups ignoring following collaboration. One of the most cited group formation models is Tuckman’s small group development model. Tuckman proposed a model with four stages of group development: forming, storming, norming and performing in 1965. Then Tuckman and Jensen reviewed the original model and added a final stage called adjourning in 1977, as shown in table 1 (Tuckman & Jensen, 1977).

<table>
<thead>
<tr>
<th>Attributes</th>
<th>Group Structure</th>
<th>Task Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Forming:</strong> orientation, testing and dependence</td>
<td>Testing and dependence</td>
<td>Orientation to the task</td>
</tr>
<tr>
<td><strong>Storming:</strong> resistance to group influence and task requirements</td>
<td>Intragroup conflict</td>
<td>Emotional response to task demands</td>
</tr>
<tr>
<td><strong>Norming:</strong> openness to other group members</td>
<td>In-group feeling and cohesiveness develop; new standards evolve and new roles are adopted</td>
<td>Open exchange of relevant interpretations; intimate, personal opinions are expressed</td>
</tr>
<tr>
<td><strong>Performing:</strong> constructive action</td>
<td>Roles become flexible and functional; structural issues have been resolved; structure can support task</td>
<td>Interpersonal structure becomes the tool of task activities; group energy is channeled into the task; solutions can emerge</td>
</tr>
<tr>
<td><strong>Adjourning:</strong> disengagement</td>
<td>Anxiety about separation and termination; sadness; feelings toward leader and group members</td>
<td>Self-evaluation</td>
</tr>
</tbody>
</table>

Table 1. Stages of Group Development (Tuckman, 1965; Tuckman & Jensen, 1977)
Tuckman’s model has been already successfully applied to localized long-term study groups, but it is less suitable in online environments where storming and norming are sometimes short-circuited. However, Tuckman’s model laid a solid foundation for many other specialized groups’ lifecycle models as the attributes are key to long-term groups and distributed groups (e.g. those created in an ITS). Another model with a four-step scheme focuses on short-term group formation in a virtual learning environment (Daradoumis, et al. 2002). This model shows more details about how groups form in online learning environments (Table 2).

<table>
<thead>
<tr>
<th><strong>Table 2. Description of the group formation process</strong> (average duration time: 8 days)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>When</strong></td>
</tr>
<tr>
<td>Initiation</td>
</tr>
<tr>
<td>Introduction</td>
</tr>
<tr>
<td>Negotiation</td>
</tr>
<tr>
<td>Group Proposal</td>
</tr>
</tbody>
</table>

The main focus of our research is to support both short-term and long-term virtual groups. These dynamic groups exist especially in online learning systems in which students can choose the time, the content and the place they want to study, such as Intelligent Tutoring System (ITS), thus, groups need to be created in real time with consideration about students’ skill, knowledge and learning context.

Considering both the characteristics of individuals and the characteristics of teams, we propose a structure model useful for dynamic team formation and evaluation. The model includes grouping, taskwork initiating, team working and group assessing. All information generated during collaboration can be stored in a database (in Figure 2). In this part, we describe our model of the grouping function first, and represent the taskwork part in the following section.
The main goal of the first stage of group development is how to distribute students into groups, known as group formation. Instead of selecting students randomly or grouping them manually by a teacher, automatic computer-supported methods are proposed. When identifying learning objectives (includes the learner’s objective, peer’s objective, and his/her group’s objective), several individual factors need to be considered, including knowledge level, learning styles, student’s preference. We can describe the user’s characters by the ABC User model (Abhiraj & Rodney, 2013). The ABC User model can track affective states, behavioral and cognitive states and patterns of the users and analyze the states and patterns of the user which can provide an adaptive e-learning environment.

During the grouping process, each group is in one of three states, including assigning groups, adapting groups, and running groups. Assigning groups is at the beginning of grouping which focus on initiation action and introduction. Adapting groups focus on negotiation as the members of a group did not know each other before, and they need some time to identify and learn about their peer learners. In running groups, group members have a good interaction with each other and are well-prepared for the next step of collaborative study.

**Dynamic modeling taskwork for cyberlearning**

Taskwork results in observable group performance and by the method of team-based assessment, participants will learn how their team is doing and whether they have achieved the learning goal. The taskwork part of the model consists of three functions, including taskwork initiating, team working, and group assessing (Figure 2). It has a strong relation to the domain model and user-interface model in ITS. “Taskwork initiating” describes the series of learning activities for accomplishing the collaborative task, including discussion, decision, peer instruction, and sharing documents. For a collaboration group, the
grouping process organizes some learners together, and the learners form a set of a certain size and structure, but this collection does not have the interactive elements of the collaborative group. While the grouping process is transparent to learners, learners do not realize that they exist in a group and are about to establish a connection with others. At this stage, learners should be integrated into the collaborative group, not only to clearly recognize the various attribute parameters of the collaborative group, but also to identify the environment of the collaborative group. Specifically, the primary task in this phase is to identify learning goals, roles and principles, including the goals of individuals and the entire collaboration group, to understand the roles of individuals and others, to be familiar with the principles in which their collaborating groups interact and complete collaborative tasks, and so on to prepare for learning behavior.

“Team working” describes how team members coordinate with each other, including goal specification, mission analysis, conflict management and progress monitoring. After the group preparation phase, the attribute parameters of the collaboration group and the control parameters related to the specific learning task have been determined, and the collaboration group members can collaborate on the realization of the common goal. In the process of learning specific content and filling a particular role, the members of the collaboration group need to provide a variety of content materials, courseware and other resources. The basic material, tools or corresponding functions of a collaborative learning task can be provided to support them. The interactive behaviors of collaborative members at this stage will be recorded as a basis for assessment.

“Group assessment” refers to the criterion to evaluate a team’s performance including both the accomplishment of the learning objective (test scores, academic performance), and the degree of collaboration in the group. After team working, the collaborative group members enter the test evaluation phase. The content of the test includes the completion of the learning goal and the degree of collaboration in the collaborative group learning process. The completion of the learning goal can be tested by means of general teaching quality, and an evaluation of the degree of collaboration that can be accomplished by the measurement of cohesion strength in the cooperative group. The results obtained through online testing are recorded in the report and evaluation database, which can be used to characterize the degree of collaboration of a collaboration group and be stored in the corresponding collaboration file.

The team assessment is a fully automated, web-based function that helps a team better understand its susceptibility, strengths, and weaknesses, as well as those areas where team members have significantly differing perspectives. For assessment, there exist some lessons in GIFT Analysis Construct. The GIFT Analysis Construct emphasizes the evaluation of the effect on learning, performance, retention and transfer. The goals of GIFT Analysis Construct are to support the conduct of both formative and summative assessment, to provide diagnose for identifying areas for individual’s improvement, to understand how learning is progressing. These goals lay a solid foundation for why we put forward DTFE model.

At present, collaborations among learners happen in many web-based learning systems. Therefore, the study on group formation has a significant effect on knowing more details about the process of online collaborative learning. Although there are many existing methods for grouping formation, our concern is how to create dynamically both short-term and long-term groups repeatedly and automatically without the intervention by teachers. Future research will undoubtedly be needed to develop the system to realize the proposed DTFE Model and test the effectiveness of the model.
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The Generalized Intelligent Framework for Tutoring (GIFT) is an open source framework for creating Intelligent Tutoring Systems (ITSs). GIFT can provide tailored instruction and remediation that takes into account the current state of the learner, and learner attributes such as individual differences in various domains (Sottilare, Brawner, Goldberg, & Holden, 2012; Sottilare, Brawner, Sinatra, & Johnston, 2017). GIFT is available in both downloadable and in online form (known as GIFT Cloud at https://cloud.gifttutoring.org). GIFT includes authoring tools that can be used to create “GIFT courses,” which are a sequence of materials, questions, and instruction that is presented to a learner. While GIFT is primarily a system for authoring ITSs, it can also be leveraged for use in experimentation in both traditional and ITS relevant experiments. For the purposes of experimentation, one of the major advantages of GIFT is its ability to extract participant data from GIFT courses through the use of either the desktop based Event Report Tool (ERT) or the GIFT Cloud Event Report Tool (Cloud ERT). Each time learners participate in a GIFT course, a log file is created that includes all of their entered data, responses to questions, and a record of their actions. Using the Event Report Tools, experimenters can select the specific GIFT data pieces of interest and export those as comma separated value files, which can be easily imported into Microsoft Excel. The Army has expressed a growing need for applying ITS approaches to teams, through Intelligent Team Tutoring Systems (ITTSs). There is also an increase in interest in developing GIFT Cloud to provide a proper mechanism for collecting team-based data. Part of creating a framework for ITTSs is not only providing guidance and authoring tools for the collection of team performance data, but also export tools that provide data in an understandable way. While both the team authoring and export aspects of GIFT are not currently implemented, this chapter’s focus provides a starting point on how to make the export tools (ERT) more suitable for team-based data collection. The current chapter will focus on the team elements, while also providing recommendations for overall improvements to the ERT’s flow and organization. Although the emphasis is on teams, the suggestions provided can help individual-based data collection as well.

The structure of this chapter begins with a discussion on the related literature to date on data reporting for teams. It then looks at challenges that are faced by researchers trying to run experimentation with teams on GIFT and the needs they have. This follows with some high level recommendations to fit those needs, and concludes with an initial mockup of potential future ERT functionality.

Related Literature

History of Intelligent Tutoring Systems to Support Teams

There is a vast literature expressing the characteristics of team training, team tutoring, and team performance metrics that is well beyond the scope of this chapter, but a high-level discussion can assist in providing context for the rest of the chapter. There have been a couple of attempts at developing team tutoring systems. The Advanced Embedded Training System was developed by the Navy to support team training on ships (Zachary et al., 1998). The system acted as a support tool to reduce workload. It performed less than optimally because the amount of feedback in a real-time team scenario turned out to exceed the capabilities of the instructor to provide remediation, thereby reducing performance. More recently, researchers using the Team Multiple Errands Task (TMET) were able to quantify and assess team performance without
demonstrating ceiling or floor effects (Bonner et al., 2016; Walton, Gilbert, Winer, Dorneich, & Bonner, 2015). This computer-based task, which involved coordinating with a team and purchasing items from a list, had strong team characteristics and necessitated interdependence from the team members.

Sottilare and colleagues (Sottilare, Burke, et al., 2017) performed a large scale meta-analysis on connecting teamwork behaviors (communication, coordination, cognition, etc.) to the appropriate team outcomes (learning, performance, satisfaction, and viability). Their research focused on team measurements being represented by attitudes, behaviors, and cognition (Sottilare, Burke, et al., 2017). Understanding the states and traits of an individual and how those relate to the progression of goals can provide guidance on specific actions during a tutor event. The research resulted in identifying six sets of behavioral markers: trust, collective efficacy, cohesion, communication, and conflict/conflict management (Sottilare, Burke, et al., 2017), which can assist in measuring team behaviors. While this research focused on a large scale meta-analysis of the team literature, the majority of the articles available were in non-computer based and non-ITS related areas. Additionally, the behavioral markers identified must still be operationalized in order to be implemented in an ITTS. This research demonstrates the need for further investigation on learning with teams and the complexities that come with ITTSs.

**Teams and Learning through Data**

Teams of two or more are the building blocks for all military collective performance. It is important to be able to quantify how teams are performing relative to their stated goals, the solutions being generated to solve team problems, and how the complex challenges from the military are being met (Sottilare, Burke, et al., 2017). Past research identified some of the big challenges in developing ITTSs. This includes: measuring team performance, improving team performance, and studying team formation and development (Dorsey et al., 2009; Sottilare, Burke, et al., 2017). A defining characteristic of an ITTS is that it needs to account for individual interactions as well as team interactions with the tutor, and take into consideration the external factors associated with the environment of interest (Bonner et al., 2016; Gilbert et al., 2017). Since team skills contain social components like communication and coordination, it becomes harder to represent them quantitatively (Gilbert et al., 2017). In the military, communication and coordination can be manifested through collaborative learning or cooperative learning.

Irrespective of the type of learning, these additional components increase the amount of data available exponentially as each additional learner is considered (Bonner et al., 2016). Team data can come from a variety of sources such as real time learner data, learner states determined from classification, and long term attributes established from previous data (Sottilare, Burke, et al., 2017). Data can be used both as a source for experimentation or as a basis to shape the learner experience. A challenge for ITTSs is being able to transform data based on empirical hypotheses into a format that can be readily interpreted and understood (MacAllister et al., 2017).

When conducting research with an ITTS, there are four forms of data to collect and analyze. The first type is the low-level data such as users’ interface clicks, movements of entities in a system, and timing between events. These data are typically passed along to the tutor to trigger real-time feedback. This process is what VanLehn (2006) called the “inner loop” of an ITS. To analyze team data, one might conduct a “team loop” process, in which the behaviors of the team as a whole (a second type of data) are sent to the tutor to generate team feedback. The third type of data is present in VanLehn’s “outer loop” process, in which data about users’ accumulated skill profile or learner model (not their real-time clickstream) are used to choose the best next training scenario for them based on the skills that need bolstering. The fourth type of data are those that are averaged across multiple teams and used for statistical analysis by researchers to evaluate learning effectiveness or the usability of the system (sometimes called educational data mining or educational data analytics). Each of these four types represents four different forms of data-based decision making that need to be made by either the tutor or the researcher (Gilbert, Dorneich, Walton, & Winer, in press).
Past research using GIFT with teams made strides on increasing understanding and working with data through visualization. Data Visualization is the presentation of data in a graphical format so that it is easier to understand (Chen, Härdele, & Unwin, 2007). Data visualization can assist in organizing and grouping information to make it align with the mental model or schema of decision-makers with many different styles and techniques available (Bertini, Tatu, & Keim, 2011). Data visualization can be static (i.e. a snapshot of user/team performance) or it can be dynamic (e.g. a dashboard with consistently updating information). A data visualization can be passive, such as a view that can’t be changed or it can be interactive where individuals can modify the data as needed and the data is rendered to represent those changes. Data visualization can also be expanded to encompass related information that is not directly represented within the data (Chen et al., 2007). As datasets become larger, individuals are forced to comprehend this data quickly and accurately.

Research conducted at Iowa State University used multiple techniques to manipulate and represent data for two-person teams. The researchers created customized post-processing solutions to be able to represent team variables (Gilbert et al., 2017; MacAllister et al., 2017). They also created a timeline chart, which provided information on the specific activities participants were doing during critical points in the experiment (MacAllister et al., 2017). While the output created was highly task-dependent, the approaches that they used (i.e. time series analyses), and data they extracted are relevant in determining the types and groupings of data that are relevant to extract from an ITTS (MacAllister et al., 2017).

Outside of the military environment, Dashi (2016, 2017) used Excel to generate macros to analyze student data. The data could be analyzed in a post processing format or during a class as they were interacting with an online learning platform, as well as creating pivot table solutions to better visualize the data. Specifically, student engagement was quantified through metrics such as mouse clicks, page views, and quiz scores. Data representations like these can provide insight on both the underlying empirical data and the complex relationships which often accompany team-based research studies.

**Information and Data Visualization Foundations to Support Understanding**

In developing concepts for improvements to the ERT, seminal research by two of the key contributors to the area of information and data visualization were examined: Ben Shneiderman and Edward Tufte.

Shneiderman, a leader in the field of human-computer interaction, developed a list of “Eight Golden Rules for Interface Design” such as consistency, informative feedback, and reducing short term memory load (B. Shneiderman & Plaisant, 2005). He also developed a task by data type taxonomy to support data visualizations where he created his mantra for visual information seeking: “Overview-first, zoom and filter, then details on demand.” He breaks this down further into seven tasks when working with data visualizations:

- Overview – Provide an overview of the entire interface
- Zoom – Zoom in on areas of interest
- Filter – Remove non-relevant items
- Details on Demand – Provide ability to select specific items for more information
- Relate – Show relationships among items
- History – Maintain a history to support undo
- Extract – Allow for collections of subsets of the data (Ben Shneiderman, 1996)

These tasks are similar to the tasks that an individual might complete when using the ERT.
Edward Tufte is one of the key figures in maximizing the understanding of data representations. Tufte had four primary themes that echoed through his writings: graphical excellence, visual integrity, maximizing the data to ink ratio, and aesthetic elegance.

- **Graphical excellence** refers to expressing the greatest number of ideas in the simplest form as possible, using minimum amounts of space, and the fewest words.
- **Visual integrity** refers to having numerical scales that are proportionate to the values they represent. They should be tied directly to the data, rather than any sort of artistic interpretation.
- **Maximizing the data-ink ratio** refers to comparing the amount of ink needed to describe the data as opposed to the total ink used for illustrative purposes. The visualization should be less distracting and more useful for the user.
- **Aesthetic elegance**, in Tuft’s view, is being able to clearly and simply display the complexity of data that is being represented via figures and tables (Tufte, 1983).

As organizing team data and output is a complicated and information-intensive task, it is important to consider visualization heuristics that will make the process easier to understand for users. It is through learning from previous research on teams, learning with ITTSs, and information visualization that we use to frame our concepts and mockups for improving the ERT for teams. However before going into improvements, there is a need to understanding the difficulties of running a team experiment in GIFT.

## Challenges and Functional Needs for Team Experiments

When researchers retrieve data from an experiment, they face challenges to overcome and functional needs that must be fulfilled in order to support team based research.

### Challenges

**Tool Selection: Desktop vs. Cloud ERT**

After collecting data, researchers can select the types of data that they want to extract from logs using GIFT’s ERT. The ERT includes data categories such as survey responses, learner state, and more. However, researchers must decide whether to use the Desktop ERT or the Cloud ERT.

Both the Desktop and Cloud ERT architectures are currently configured to focus on individual learners. As mentioned earlier in the chapter, the shift from desktop to the Cloud is resulting in different requirements for the ERT and ultimately a redesign to improve usability. The Desktop ERT has can produce greater granularity and the ability to handle sensor based data, which the Cloud ERT cannot. The Cloud ERT focuses more on usability, but has limitations in regard to the types of data that can be extracted and the organization of the data.

For instance, the data from the Desktop version is pulled from an output folder in the GIFT installation folders, and allows experimenters to individually select the log files that they wish to include in the analysis. In the case of the Cloud ERT, all data from the specific instance of the course is housed online, and the output includes all logs relevant to the experiment. This may result in issues if there are participants with missing data or who had technical difficulty during the data collection. Experimenters need to realize that all participants were included and edit their output file appropriately to remove the data that should not be included. A current work-around for this issue is to download the log files from the cloud and import them into the Desktop version for analysis. However, this is not the ideal long-term solution. Below we discuss an improved approach for the Cloud ERT system.
**Data Representation: Working with and Merging Data**

Next, researchers need to decide the format for their data output. Currently, when experimenters want to collect data from an experiment run on GIFT Cloud, they have two options: download all of the raw data logs in order to export them using the desktop based ERT, or build a report by selecting the specific information of interest. If experimenters decide to build a report, they must first choose from frequently reported event types, training application event types, and other event types. Depending on the type of data that is included in the report, experimenters can select an option to combine all data for a single user onto a horizontal line. This option is useful in regards to survey output, and it facilitates the import of the output file into Excel or SPSS for further analysis.

It is important to note that in the Desktop ERT, experimenters have the option of merging data by certain characteristics like Use rid or Username, whereas in the Cloud version, the merging occurs based on the specific log and user session. While in most cases this would not be a problem, it may be helpful to include survey questions within a course which asks for a Use rid so that it is clear which user the data came from when the data file is output. Currently, one of the solutions for identifying how to group team data would be to include questions within the course that requires the team number and participant number to be entered. The data could then be sorted by the experimenter after it is output.

Participant number management is particularly important in the online ERT, as currently the only way to extract data from Cloud GIFT is through using the Publish Courses function and distributing links to participants that do not require logins. Due to this lack of a login requirement, the data logs that are being parsed are not associated with any particular participant number. It is important for the experimenter to realize this and include a question in their data set that asks for this information.

**Functional Needs of the ERT**

**High-Level Needs**

The high-level needs consist of those that could be applied across all experiments, which includes team-based experiments. They are discussed here to show both the potential of larger scale changes, and to delineate general changes from those that are especially relevant to teams.

*Ontological Mapping of Across Levels of Data*

To facilitate effective analysis, data needs to be encapsulated into a hierarchical model. At the lowest level is the raw data that is streamed from the system, it could be combined with data collected by human experimenters. Above that level are tools and methods to organize and present data for analysis. At the top level of the hierarchy is the collection of analyses compared against criteria for successful completion (Gilbert et al., 2017). Implementing this into the ERT will require a visual way for researchers to select and organize the log files that are being analyzed for the output.

*Interface Enhancements to Work with Complex Experiments*

One of the successes of the latest redesign of GIFT has been the incorporation of easier to use interfaces. This includes features like being able to drag and drop course objects in course authoring. In the same vein, an experimenter needs to be able to drag and drop experiment objects to represent their experiment design, much like what is possible in current leading experimental design software applications such as E-Prime (Schneider, Eschman, & Zuccolotto, 2002) and Open Sesame (Mathôt, Schreij, & Theeuwes, 2012). Rather than reinventing the wheel, integration with these software tools might provide the necessary infrastructure to better support experimenters using GIFT.
Matching Capabilities Between ERT Tools

As mentioned in the previous section, experimenters must choose between the Desktop ERT and the Cloud ERT. This presents a problem for most experimenters using GIFT because they are not going to have a clear understanding of the capability differences between the ERT tools unless they try to perform a function that exists only in one tool or the other. Since the ERT is a post processing tool, it does not have the runtime restrictions that experiments visualizing live data might require.

Scaffolding for First Time Users

The first time someone attempts to use the ERT, there needs to be scaffolding which demonstrates how the ERT works. This could be in the form of an instructional overlay with coach marks, where GIFT highlights a series of user interface features to show them how the ERT works. Although this is currently done using documentation and videos, a short action-based (non-voice) tutorial could help. It could be done by keeping track of every time a GIFT user enters a new part of GIFT that is unfamiliar. Then, after they see the tutorial once, they do not have to see it again. However, it could be retrievable again from a help menu or button on the screen if users feel that they need a refresher.

Linking to Data Sources

Linking to the sources of data can ensure that an experimental measure is being used as it is intended to be used. This could be done by providing references to previous data repositories, published research papers, or user’s guides. It may also be of benefit to provide recommendations of related measures or data sets that might be of interest to the experimenter.

Team-Specific Needs

It is important to note that team experiments have different needs than individual learning experiments. The ERT can be improved and redesigned to allow researchers to include options to better frame team experiments, and provide easier to deal with data output. A few needs that we have identified include the following.

Team Variables

There needs to be a way to set team-specific variables that are dependent on multiple users before the data is requested from the ERT. This type of change can also have relevance to improving the log file analysis problems that exist in the current Cloud ERT. If specific user data logs could be selected in the ERT, and potentially grouped by the experimenter, it would assist in solving these problems. For instance, if the experimenter included questions such as “User ID” and “Team Number” in their questions, then perhaps these could be displayed to experimenters for selection as they begin analysis.

Pre-Processing of Experimental Data

Ideally, the ERT would begin the analysis process by populating the available logs on the screen for the experimenter, and instead of listing a title in the form of a string that does not have meaning to the experimenter. The title could pull specific values from the surveys in the file such as Use rid or Participant Number. This could be achieved in two ways: 1) creating standard questions that should be asked of all participants if it is indicated that an experiment is being created (e.g., “Use rid”, “Participant Number”) or 2) providing experimenters with a way to select specific survey answers that they want displayed as log titles for ease of use. Regardless, selectivity of specific logs and visibility of the participant identification are essential features as the Cloud ERT moves forward.
Considerations and Mockup for a TEAM ERT

While the overall ERT would benefit from a thorough redesign that is focused on usability and functionality, it would be helpful to start from a design that is both helpful for individual and team data. While researchers often take individual data and compile it in a single line of a large spreadsheet that has data from all participants, the design of the output file or features may look differently in a team setup. It might be helpful to have a way to easily determine which individuals were part of the same team, and to group their data close to each other in the output spreadsheet, or to even provide outputs that are specific to individual teams. The design of the ERT interface and functions needs to support multiple types of teams, multiple types of tasks, and different size teams, among other considerations. Therefore, it needs to be highly configurable and include highly generalizable functionality. Then a potential second level could be to represent those measures of team performance that may not necessarily be an aggregate of individual data.

It is important for the interface to elicit the following information from the researcher:

- How are team groupings identified in the data? (e.g., are they an entry in a specific survey field?)
- How are team roles represented in the data? Are team roles unique or duplicated?
- What are the team performance variables and what are the individual performance variables?
- Should data output be separated at the team level or the individual level?

Current Cloud ERT Design

Figure 1 represents the current interface screen of the Cloud ERT. In the figure it can be seen that each event type requires a check box next to it to be included in the output report. Additionally, there’s a single check box for merging each participant’s events into a single row. However, all participants are included in the outputs and there’s no way from the assigned log file numbers to tell which participant is which. Therefore, it would be helpful to have an earlier screen which allows for definition of the type of study (team or individual), and asks the user to define the above questions that will be used to help parse the data if it is a team study.

![Build Report](image)

Figure 1. A screenshot example of the current Cloud Based Event Report Tool selection screen.
Mockup for ERT for Teams

A mockup for the ERT for teams can be seen in Figure 2. Attention was paid in the mockup to the design of the initial experimental set up screens to support the experimenter. The mockup is meant to provide an overview on the potential options that are available (per Shneiderman), and the screens are meant to be as simple and clear as possible (per Tuft’s graphical excellence). As mentioned above, it would be to the benefit of the experimenter to tell the ERT the relationship among the participants and their relationship to the data. "Import your data" allows the researcher to use data files from various statistical or data management formats. "Define experimental conditions" allows the experimenter to set up relationships. "Create new variables" provides a way to build team-specific variables from existing data. For the purposes of this discussion, we will focus on the process for defining experimental groups.

Figure 2. Mockup of ERT for Teams Selection Screen

The screen for defining experimental groups is shown in Figure 3. An experimenter would be able to set the relationship for each participant in terms of team and experimental condition. Participants could be assigned to more than one team, and they could also be assigned to more than one condition (in the event that the participant is going through the experiment more than once). As the experimenter would set the different groupings, GIFT would begin building a visual map of the structure. The assignment of groups and conditions could be modified to fit the researchers need (such as randomization). Once experimenters are finished making the selections, they would then move ahead and review their assignments.

Figure 3. Mockup of the Define Experimental Groups Screen
Then the experimenter would have the chance to review and edit their assignments as necessary, which is shown in Figure 4. This is designed to mimic a flow chart where each relationship is defined by a line connector. Experimenters could add participants, move them between conditions and groups, and have a visual representation of how the experiment is set up. This design could potentially leverage a lot of existing GIFT functionality such as the zoom in and zoom out capability (make the diagram bigger or smaller when there is a need to focus on a specific participant or group of participants) of the authoring tools and the add / delete nodes of GIFT conversation trees. Also relevant here is the experimenter’s ability to select each participant and view what measures are associated with them. This measures dropdown could be expanded to create and map measures similarly to experimental groups.

**Conclusions and Recommendations for Future Research**

This chapter offers suggestions for improving the current data export tools and ERT in GIFT so that they are more efficient and can be used to support team data extraction. The recommendations for updates to the ERT will not only be helpful from a team perspective, but will also provide researchers who are doing non-team research with more power and control over their data which is collected in Cloud GIFT. Improving usability in the ERT’s design will ultimately make it more straightforward and result in increased use by the GIFT community. Additionally, allowing for flexibility in the way of defining teams within the ERT can also provide opportunities to leverage the team features for use by instructors in the classroom who are examining subgroups of student answers or in class team assessments. Designing an ITTS framework is a difficult challenge, but by focusing on identifying generalizable elements of team data analysis, and including tools that lessen the burden on the experimenter it is likely to be achieved. Although this is only a mockup, a first step with open questions still to be answered, this chapter could be, in the words of Ben Shneiderman: “A useful starting point for designing advanced graphical user interfaces…”(1996).
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Design Recommendations for Intelligent Tutoring Systems

Volume 6
Team Tutoring

Design Recommendations for Intelligent Tutoring Systems (ITSs) explores the impact of intelligent tutoring system design on education and training. Specifically, this volume examines “Team Tutoring”. The “Design Recommendations book series examines tools and methods to reduce the time and skill required to develop Intelligent Tutoring Systems with the goal of improving the Generalized Intelligent Framework for Tutoring (GIFT). GIFT is a modular, service-oriented architecture developed to capture simplified authoring techniques, promote reuse and standardization of ITSs along with automated instructional techniques and effectiveness evaluation capabilities for adaptive tutoring tools and methods.
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