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Overview

* Probabilistic Programming for Anticipated
Simulation Training (PAST) Time

« Benefits of adaptive training

* Modeling time to train in GIFT
 Integrating with GIFT

e Current implementations

* Conclusions
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Benefits of Adaptive Training

Non Adaptive

Adaptive
Training Effectiveness
(time held constant)
« Accurate diagnosis of errors
« Targeted remediation
» Tailored training methods
__— S~—
0% _ 100%
. Non Adaptive Comprehension
Adaptive
Training Efficiency
(criterion held constant)
» Rapid diagnosis of errors
» Rapid remediation
« Tailored training content
— \
el Time to Complete Slower 3
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* Learner Factors: Aptitude, reading speed,
reading comprehension level, prior knowledge &
experience

* Content Factors: Number of words, number of
Images, content difficulty, test characteristics, etc.

* Instructional Factors: training methods and
technigues
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Simple Model for Time to Read

Baseline
Read Speed

Node: Slide N

Reading
DEIE (™

Innate
Comprehension
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Representation of Course Content and

Factors that Influence Completion Time

Rule: Slide 1 - n

Example: Slide 1-n

[ | r ‘

Course 1 Concept

{ ) ) Node: Recall/Quiz
# of Type of
Node: Practice/Sim

# of
Scenarios
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Initial Student Model

-fatigue: Double

-readSpeed: Double

-expertise: Map[Concept, Double]
-effortLevel: Double
-innateComprehension: Double
-repetitions: Map[Drill, Int]
-numFailures: Int
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Merrill GIFT Course Model

Course

-conceptSections: Seq[ConceptSection]

[y

ConceptSection

-rules: Seq[Slide[Rule]] 1
-examples: Seq[Slide[Example]]

-quiz: Quiz

-exercise: Exercize

-conceptName: String

N N

-media: Media -questions: Seq[Question] -drills: Seq[Drill]
-learningCurve: LearningCurve -successThreshold:[Int] -successThreshold:[Int]

1 1
N N

1
-media: Media -action: Seq[Action]
N -difficulty: Double -difficulty: Double
-discrimination: Double -discrimination: Double
-chance: Double -chance: Double
-numWords: Int L 1
-numBytes: Int
-audioLength: Double

-videolLength: Double
-comprehensibility: Double 8
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Figaro Slide Reading Time

def readSlide[T <: TrainingElement](slide: Slide[T], concept: Concept, student:
Student): (Student, Element[Double]) =

Estimate reading time mediaIngestionTime(slide.media, student)
Update Fatigue Math.min(1, Math.max(1.@@5*student.fatigue, ©.00000001))

Update Expertise student.expertise |+| Map(concept ->
expertiseIncrease[T](slide, concept, student))
(student.copy(fatigue = newFatigue,

expertise = newExpertise),
readingTime)
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Figaro Quiz Taking Time Model

def takeQuiz(quiz: Quiz, concept: Concept, student: Student): (Student,
Element[Double], Element[Boolean]) = {

lement[Boolean]] = quiz.questions.map(q => probOfSuccess(q,

Pass Quiz
Q student))

Likelihood

Container(probs: _*)

Estimate reading time »((x: Double, y: Double) => x+y)(quiz.questions.map{q =>
meurarngescruname(q.media, student)}: *) // thinking time

Update Fatigue Math.min(1, Math.max(1.05*student.fatigue, ©.00001))

Update Student :igue = newFatigue), readingTime, questions.count(x => x).map(_ >=
quiz.successThreshold))
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Sample Students

object StudentGenerator{

def generateStudents: Seq[Student] = {
for{

fatigue <- 0.0 to 0.5 by 0.1
innateComp <- 0.5 to 1 by 0.1
effortLvl <- 0.5 to 1 by 0.1
readSpeed = 300

tyield{
Student(fatigue,

Constant(readSpeed),
Map(),
effortlLvl,
innateComp,
Map())

13}
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Simulation Results

Completion Time
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Simulation Results (2)

Failures x Completion Time
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Simulation Results (3)

Comprehension*Effort x Completion Time
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User Interface to Modeling

PAST Time Prediction

<J Q x Q {http:Hpust-time.my-gift-lutﬂr.org ] (q )

GIFT Tutor: Excavator Tutor Select

Student Modeal: Default PAST Time Student Select

L

Previous performance data (optional): Last Semestercsv Select

FPredict completion times for:
J Single Smdent\{Gmup of Studenta_\

Student Specification

Reading Speed: @ 9 E WPM
Subject Expertise: (3) 3 80 I‘}{,
Effort Level: (3) 9 BO %
Innate Comprehension:(3) 3 60 [%
Fatigue: (3 3 40 %

Time to Complete Prediction

Mean: 23 minutes, Standard Deviation: 5 minutes Explore Prediction
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Maximizing ROI

Negative ROI

Decreasing ROI

— Increasing ROI

Decreased time/ Cost
%

i 7 OPTIMUM ADAPTIVENESS

Increasing Adaptiveness/ Cost

;
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Conclusions

» Calculating ROI is difficult for training — examining
time saved Is a simple but easy metric to consider
focused on the cost of training delivery.

* Future work will validate the predictive model with
learner data.

» Other applications of the model include :

— Run time monitoring: identify anomalous students
In need of intervention.
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Back Up Slides
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Excavator Trainer Course Map

6 Information as Text 6 Information as Text
Welcome After Welcome
L J
. Survey/Test " Survey/Test . Survey/Test
Motivation Survey Grit Survey Self-Regulatory Ability
Survey
L J
F --------------
6 Information as Text : as Adaptive Courseflow 8 Information as Text

After Surveys Wrap up

m

o
o
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Rules Examples
Here are the This is
excavator how you
components move the
and their bucket.
movements
Recall Practice
_—— You've successfully Am‘oVed the bucket!
. 4 ~ lm -
Which Complete l
control is tasks in
labeled “D” virtual
on the environment
Excavator?
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:.E @ ROECOM Figaro Probabilistic Programming Language

0.2 probability of prior knowledge

1,000 characters of text : :
Population reading speed: normally

distributed @100 characters/min

val text = Constant(1000.0)
val priorKnowledge = Flip(0.2) Prior knowledge increases
val populationReadSpeed = Normal(100.0, 50.0) around 50 char/min

val readSpeed = If(priorKnowledge,
populationReadSpeed ++ Normal(50.0, 25.0), populationReadSpeed)

val fatigued = Flip(0.4)
val readingTime = If(fatigued, \

Learner reading speed
text / (readSpeed * Constant(0.5)), text / readSpeed)

val algorithm = Importance(10000, readingTi

algorithm.start Effect of fatigue —
println(algorithm.distribution(readingTime)) decrease speed
by 50%
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Reading Time 2 Slides

No Prior Knowledge,

no Fatigue
25% _
Prior Knowledge,
no Fatigue _
20% N _
No Prior Knowledge,
Fatigue
15%

10% B !

5%

o :_DU--HDHD__DH__HDDﬁ

1 3 5 7 9 11 13 15 17 19 21 23 25 27
READING TIMES (SEC)

t
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Reading Time: 3 Slides

504 Fatigue on increasing
i numbers of slides +

Decreasing likelihood

4% of prior knowledge

306 Prior Knowledge,

no Fatigue No Prior Knowledge,

High Fatigue
1%

oo N NHUU | uummﬂﬂﬂﬂumnm“

1 6 11 16 21 26 31 36 41 46 51 56 61 66 71 76
READING TIMES (SECONDS)

Probability of fatigue increases 5% with each slide

2%
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