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We are proud of what we have been able to accomplish with the help @fer community. This is the
fourth year we have been able to capture the research and developmentetffimdstothe Generalized
Intelligent Framework for Tutoring3IFT) community which at the writing of these proceedings is now
about 800 users in 5untries. These proceedings are intended to docuheevolutions of GIFT as a

tool for the authoring of intelligent tutoring systems (ITSs) and the evaluation of adaptive instructional
tools and methodsPapers in this volume were selected with tilWwing goals in mind:

1 The candidate papers describe tools and methioalsraise the level of knowledge and/or
capability in the ITS research and development community

1 The candidate papers describe research, features, or practical applications of GIFT

9 The candidate papers expand ITSs into previously untapped domains

1 The candidate papers build/expand models of automated instruction for individuals and/or teams
The editors wish to thangach ofthe authors for their efforts ithe development of the idedetaikd in
their papers As a community we continue to move forward in solving some significant challenges in the
ITS world. For future efforts, we would like to list some of these challenges here:

1 Unobtrusive learner data acquisition to suppudividual learner and team state classification

9 Optimal selection of ITS strategies and tactics for individual learners and teams

1 Assessment of individual and team learning, performance, retention, and transfer of skills from
training and education emenments to work environments

9 Efficient ITS authoring experienc@xluding methods to organize domain knowledge

1 Automation of elements of the authoring process to reduce the time to produce adaptive
instruction

We would also like to encourage readers follow GIFT news and publications at
www.GIFTtutoring.org In addition to our annual GIFTSym proceedings, GIFTtutoring.org also includes
volumes of the Design Recommendations of Intelligent Tutoring Systenisjidaek reports, journal
articles, and conference papers. GIFTtutoring.
provide feedback on GIFT and influent&future development.

org


http://www.gifttutoring.org/
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Elements of a Learning Effect Model to Support an
Adaptive Instructional Framework

Robert Sottilare
U.S. Army Research Laboratory

INTRODUCTION

This paper describes the evolution of a learning effect model (LEM; Sottilate; Sottilare, Ragusa,
Hoffman & Goldberg, 2013) to guide adaptive instruction within the Generalized Intelligent Framework

for Tutoring (GIFT, Sottilare, Brawner, Goldberg & Holden, 20Q;12n opersource architecture for
authoring, delivering, guiding, and evaluating tailoreainputerbased instruction for individual learners

and teams of learners. Effect models may be used to demonstrate the relationship between the learner, the
computerbased tutor, and the instructional environmdtgyre 1) and how they influence each other

during adaptive instruction.

| Agent-Based Tutor
leammg feedback
Policy V() Policy 6
Improvement Evaluation
“actor” control policy “critic”
%
tutor tutor tutor tutor B
observes & acts on acts on observes & §
assesses environment learner assesses o
environment (action; e.g., (action; e.g., learner g
(state & reward) v A difficulty level) feedback) (state & reward) §
learner acts
on environment
Environment

learner observes
environment

Figure 1: Interaction between the learner, the tutor, and the instructional environment

The GIFT LEM is focused on how these relationships facilitate desirable learning outcomes (e.g.,
knowledge and skill acquisition, performance, retention, and traosfkills from training to the work
environmenkt The LEM discussed in this paper begaraaset of strategies (plans) and tactics (actions)
used by a GIFigenerated tutor to drive tailored training experiences intieal The LEM has since
evolved to encompass rdahe and longerm models of both individual learners and teams of learners
plus required knowledge, learning objectives, tailored learning events, and measures of learning and
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performance. This paper provila detailed breakout of elements and procefsgsompose the LEM
and a description of their function in the process of adaptive instruction.

Figure 2 illustrates the elements of the LEM and theiremttion. The model is composed of three
distinct processes: ptatoring, reaitime instruction, and postitoring phases. Each is described in detalil

in the following sections of this paper.

@ @ inform

required inform learning and scopeof tailored
knowledge and =3 performance learning
skills objectives event(s)

T informs progress toward T

learning and
performance =
measures

Pre
Tutoring

—

modifies scenario
o or problem

|

influences

inform

Post
Tutoring

@ T include

instructional
tactic
selection

instructional

strategy
selection

»

interaction withthelearner (e.g., assessments, feedback, encouragement, reflective prompts) influences

inform influence

Real-Time
Instruction

| influence

arepartof

Figure 2: Updated Learning Effed Model

PRE-TUTORING PHASE

The pretutoring phase includes functions necessary to support authoring and initialization of the tutor.

The author selects the tutoring domaimd defines the required knowledge and skills for a course or

|l esson. When the tutor initializes, a quick comp
the required knowledge and skills identifies a set of learning gsgdsdrive tailoredlearning and
performance objectives for the upcoming tutoring experience. This aids in narrowing the scope of the
contentthatwill be presented to the learner during thetedl me i nstructi onal phase.
(exploration, formal learningor refresher training) are also considered in this phase and a tailored
instructional event is created to expose the learner to new content while anchoring new content to old
learning experiences. This historical information is stored in a-tenmy learer model in what is

generally referred to as a record store. Finally, the author identifies associated learning and performance
measires along with sources forthedeat a t o deter mine the | earnerdos p

reaktime instruction.
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While this is not an exhaustive list, it is a list of common measures or variables of interest which
influence the adaptiveness of the tutor and its perception of the learner and the training environment.
Measures are determined by the tutor author duhegpretutoring phase and may include, but are not
limited to, the following

1 Current learner states
A domain competence or prior knowledge
A engagement performance
A learning (knowledge and skill acquisition)
A emotional states which influence learning (eogredom, frustration, joy, confusion)

1 Concepts under instruction
1 Course flow and hierarchical relationships between concepts
9 Progress toward learning objectives
9 Learner data sources

A Learner input

A Behavioral and physiological sensors

A Learner records
1 Assessrant methods (data interpretation and state projection)
1 Available tutor actions (feedback, changes to tutoring environment)
1 Reward functions associated with available tutor actions
1 Minimum standards and other measures

In the next section, we discuss eletsenithin the LEMthatsupport reatime adaptive instruction.

REAL -TIME INSTRUCTIONAL P HASE

As with all phases of instruction, the réimhe instructional phase of tutoring is managed by GIFT

through the LEM FEigure 2) . Data collected from t Hestodcaddataner or
including experiences, achievements, and demograpriessed by GIFT to assess/predict learner states

(e.g., performance, learning, emotions, engagement). Learner data may also include learner traits (e.g.,
personality, educational levelyhich can also be used standalone to trigger adaptations by the tutor.

In the previous section we discussed the importance dfifylag measures during the aotiing process.

A key set of measures centers on learner characteristics as a basis for adaptation decisions. Most
intelligent tutoring systems (ITSs) use performance and achievement as the primary measures to trigger
adaptation, but there are many momaportant attributeghat should be considered based on their
influence on learning, performance, retention, and transfer. Depending upon the ease with which
measures can be captured and states classified, the following additional learner @tasagteuld be
considered: working memory capacity, prior knowledge of the domain under tutoring, and current
emotional state.

Once we have identified sources of adaption, we can begin to link them to targetspiattiala
According to Goldberget al (2012),target adaptatits might include changes to the sequence of
instruction, presentation of information, degree of learner control, feedback frequency or dastent,
complexty, or the pace of instruction. GIFT uses learner data and states to select sptitegjies or
plans for action.

Instructional strategies within GIFT are doma&idependent plans for action and may be associated with
course nhavigation decisions (e.g., mastery of concept A \ahieokay to move to concept By
intervention decisionge.g., tutor feedback, prompts, questions, or changes to scenario difficulty). The

9
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a

tutorés selection of specific actions or tactics
conditions of the scenario at the time the intervention decksjathe tutor is triggered. Course navigation
decisions in GIFT are | argely driven by Merrill 0s

Figure 3 illustrates course wégation decisions by GIFbased tutors for a lesson consisting of 3
concepts. First, the learner is guided through the rules quadtseTe they are exposed to the principles

for the domain under tutoring (e.g., hemorrhage control). We assume ncachimbhidependency
between the concepts being tutqreal they can be learned in any order. As the rules for one concept are
reviewed, the learner is guided to other concepts (green arrows). Mastery based on prelivatiapn
learning can be inserted prior to decisions to move forward to new concepts. Low scores for checks on
learning or offtask behavior (e.g., rapidly clicking through material) can result in being redirected to new
material on the current concept instead of movingt@ new concepts (red arrows). Completing the

reviews for all of the conceptso6 rules results in
Reviewed |__ Reviewed Assessments gll_ Assessments
Examples Examples _| Recall | Completed _~| Completed _ | Practice
for > for > Quadrant for > for > Quadrant
E ConceptA & C Concepts A, B, C ConceptA & C ConceptsA, B, C =
8 Al A A Al Al A =
= Y Y T Ty Y T o )
g | Reviewed | neviewss Reviewed posssments || pusesaments dl_posesmens | | = 1T Recall Performance = “below
Examples ™ T Completed - — — ) ..
O for s Exa;:::les i éEuz"p\es for - _>CQm'|;|re(ed R _>Comf|:\rered o CXPCCIBUOHS ,: ﬂlli‘]l
E ConceptA Concepts A& B ConceptsA, B, C ConceptA Concepts A& B ConceptsA, B, C E- return to ﬂppl‘Opl‘iﬂt"ﬂ conc Cpt ill
= A A A Ay Al AL = . "
E X 7 N N 172 i 2 i = Rules or Examples Quadrant
g < Reviewed Reviewed < Assessments Assessments. |=-'>
= NoExamples ST Examples § = Examples No Assessment®e|[— Completed “§[—Completed
Reviewsd ([ for ™ for | Completed P for >
ConceptB Concept8 & C ConceptB Concept8 & C
1
Practice Practice qt
Reviewed | Reviewed Successfully |l __ Successfully
Rules f [ Rues || Examples Completed Completed _|| o COnCePt
for for Quadrant or T for > AB, Cd -
o | conceptadc || conceptsa8,C ConceptA&C || Conceptsa, B, c || astere z
8 ‘*‘L *‘L L4 "\; 4‘; A &  IfPractice Performance = “below
= ) ) . : 5
= Reviewed Reviewed Reviewed Practice Practice Practice 8 expectanons . then
= Rules €= Rules €— Rules Successfully €T Successfully uccessfully O . .
(o for = T > T Completed ={{=3Completed ~ =[=»Completed = return to appropriate concept in
ConceptA for for for
3 ConeeptsARE || Conceptsh, B, C Concepth || Conceptsag® || concepsasc | | & Rules, Examples or Recall Quadrant
= A A A A AL Ay =~
« v M "V v v 'y 5
ol Fevewed Reviewed NoPracice <@l Sucrssly <@emsucmessiaty | |
;:,Z::: — R;ﬂ:s —= R;ﬂfs Suceessfully ==t Completed ===3»Completed
START Concepts ConceptB &€ Completed fer for
ConceptB ConceptB & C

Figure 3: Adaptive Course Navigation in GIFT based orCDT
and a lesson consisting of threeonicepts or learning objectives (A, B, and C)

As with rules, successful examples are revieamdimay also contain preliminary checks on learning. If

the examples for all the concepts are successfully reviewed, the learner is prompted to move on to the
recall quadrant where more substantial assessments of their domain knowledge are conducted. If the
recall quadrant is successfully mastered, the learner moves to a practice environment to apply their
knowledge and exercise their skills. If they do not perform to standard in the recall quadrant on any of
the concepts, the learner is redirected to eitinerules or examples quadrant for targeted remediation for
only the undgperforming concepts (seedarrows andext in figurg.

The practice quadrant is focused on skildl devel o]
behaviors (e.g., degibns, actions). Some tutors differentiate between the behaviors of learner and an

10
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expert model. Expert models trace the actions of experts to define various paths of success. For example,
if we tracked the behaviors of writers for an essay writing tutost writers would begin with an outline

of their writing project and then expand details under each heading. Others might write a short synopsis
and use this as a basis for developing an outline. Still others might develop goals for the stooy prior t
writing. All of these methods might be considered effective by experts so multiple paths leading to
success can be developed by the author as shown in the expertFimpdeky].

less optimal

)e_) .. expert model
(successful paths)

successful action

extra step

learner! model
>e )e_) e (successful path)

successful action

incorrect action

successful action

learner? model
(unsuccessful path)

@

successful action missing action

Figure 4: Directed Graph for Course Navigation showing multiple successful path@xpert model)and
learner models with successful and unsuccessful paths

Examining the expert model diagrammed in the directed graph in Figure 4, we note one optimal path
(straight line) and additional pattisat may beviable butaresuboptimaldue to extra stepg&Examining

the first learner model (middle graph) we see aeatimitation of an expert performance, but with one

extra (unneeded) step. Finally, in examining the performance of the second learner (bottom graph) we see
the learner execute an unsuccessful path with an incorrect action and a missingléeipaths

unsuccessful not just because of the errors, but because the errors are significant or critical téf success.
the errors were minor, the path might be deemed to be succddefelthat the unsuccessful path can

contain successful actions and sucit¢gsaths can have minor errors.

11
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The conditions within the tailored learning evefitjgre 2) at the time of assessment by the tutor along

wi t h t h dehaveraigared) addsthe instructional strategy selecteidyre 2) basedn the

| earnerod6s states and traits determine the tutoros
reinforcement of past successful tactics drive future taetaxction Equation ).

Tactic Selection = f(environment conditions, learner behaviors,
instructional strategy selection, past tactic selections) (D)

Instructional strategy selections are based on learner statgsitgg)dand reinforcement of past successful
strategy recommendatiorsquation 2.

Instructional Strategy Selection = f(learner states, learner traits,
past strategy recommendations) 2

Resulting tactics (successful or unsuccessful) al
behavior and physiologyFigure 2) which may influence stress levels or motivation. These changes can
result in accelerated or decreased progress toward learning objectives.

POST-TUTORING PHASE

As discussed in the previous section, the learner is part of an interactive system and may be positively or
negatively affectedby changes or interactions tratcur within the system. Since a primary goal of ITSs

is to adapt and guide the learner to progress toward their learning and performance objeatikieg,

the learneéd sachievements of these objectives isportant in evaluating the performance and
effectiveness of the tutor in the pdstoring phase. While evaluation of the tutor may occur on a
continuoughasis, cumulative data providen si ght i nto both the | earner ds
in need of improvement within the curriculum ¢emnt. With this in mind, we recommend the
examination of learner data sources and tutor decisions to support:

1 longterm modeling of learner attributes to identify domain competencies
1 understanding of learner habits and trends to enable more efficiarg &daptation by the tutor

9 discovery of paths to achievement and misconceptions within a domain of instruction

FUTURE DIRECTIONS

As noted inEquation 1 and Equation,2several variables combine to influence strategy and tactic
selection within the LEM and GIFbased tutors. The scope of influendetitese variables on tutor
selections is not well understood. Future research should focus on discovering the behavior and
sensitivity of these variables with respect to tutor decisions and their influence on each other. Data
mining techniques should bemployed to capture ITS performance data with respect to learning,
retention, performance, and transfer of skills from instructional environments to work/operational
environments. Finally, effort should be focused on understanding the influence ofr leade
environmental variables across various instructional domains and domain taxonomies (i.e., cognitive,
affective, psychomotor, and social).

12
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Automated Detection of Cognitive and Metacognitive
Strategies for Learner Modeling in GIFT

Michael Tscholl", Gautam Biswas, Benjamin S. Goldberd, and Robert A. Sottilare?
Yinstitute for Software Integrated Systems, Department of Electrical Engingef@unputerScience, Vanderbilt
University,?U.S. Army Research Laboratory

INTRODUCTION

Promoting studenéslearning of cognitive and metacognitive strategies that may generalize across
domains is increasingly seen as an important component of intelligent tutoring s{i3t8g)sespecially
those that support opemded complex problem solving and decigioaking. Such opemnded learning
environments (OELESs) allow learseio make choices in their approach to developing, monitoring, and
managing their evolag solution pathsSegedy, Kinnebrew Biswas, 2015). To be successful, learners
have to become adepteamnploying cognitive, metacognition and sedfjulation processes and strategies

in developing their solutions (Butler & Winne, 1995; Kinnebrew, Sege@yswas, 2016; Zimmerman &
Schunk, 2001). Such processes and strategies typically encompass inforacgtigsition, situation
awarenessplan development and refinement taking into account resource limitations aneffsade
solution monitoring, evaluation, anfihally, reflection.

Research on learning with OELEs has produced mixed results. Studenshomajarge learning gains,

but may also experience frustration from the inability to manage the complexity of task (Basu & Biswas,
2016; Segedy, Kinnebrew. Biswas, 2015). Therefore, a key to successful learning in OELEs is
providing scaffolds and suppdhat is adapted to studedisoficiency and learning behaviors. Detecting
students proficiency and learning behaviors essential to helping them develop effective learning
strategiesGoldberg & Spain, 2018asu & Biswas, 2016

In a project supportedby the U.S. Army Research Laboratory (ARLjve have been designing a
metacognitive tutoring framework for the Generalized Intelligent Framework for Tutoring (Gi&T),
computerbased tutoring framework to evaluate adaptive tutoring concepts, models,rirautho
capabilities, and instructional strategies across various populations, training tasks and conditions
(Goldberg & CannoiBowers 2013; Sottilare, et al. 2Q1Rottilare & Holden 2013)GIFT provides three
primary services for instructional system desis and developers: (1) tools that support authoring of
tutoring system content, which includes domain concepts and remedial instruction md@ules
management of instructional processes that emulate the practices of human tutors, and (3) an assessment
methodology to evaluate the effectiveness of the tutoring system and its components (Sottilare et al.
2012). Our goal is to extend the domain knowledge module to include metacognitive ardidation
processes and strategies, and develop methodsringpand analyzing learnéaction sequences within

a training environment to derive their learning behaviors and map them onto known processes and
strategies. We will also extend the learner modeling in GIFT to capture a more continual -gndifiad
assessments of learngcapabilities, and then use these assessments to provide adaptive scaffolding and
feedback to learners as they work on their probdeaing tasks.

In this paper, we present our work omodeling students learning about counteringamgy (COIN)
operations with UrbanSim (McAlinden, et al., 2009), a{oased game environment, where users take on
the role of a battalion commander to deal with fictional counterinsurgency sceNddadsackstudent
problem solving and analyzgudent pgormance using the extensions of the GIFT tracking and learner
modeling capabilities that we are implementing to develop metacognitive tutoring in GIFT. The analysis
of turn-by-turn student performance is a first step toward analyzing stédeeatacognitve and problem

15
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solving processes. Ehdata we analyze in this pamae data logged by UrbanSicollected in a study
conducted witfReserve Officei@Training Corps ROTQ) officersin-training at a major L$. University.

We analyzestudents operations irthe contextof the state of the simulatiolVe present our analysi
methods, and discuss how the results will help us define learner models that capture studems cogniti
and metacognitive processes.

COUNTERINSURGENCY

Understanding of COIN doctrine anttagegies supported in UrbanSim aréical to successful problem
solving abilities and performance in UrbanSi@ounterinsurgency ithe comprehensive civilian and
military efforts designed to simultaneously defeat and contain insurgencies and Hueiras®t causes
Legitimacy1 fostering effective governance by a legitimate governriieistits main objectiveCOIN
operations, therefore, agmo defeat insurgents while also working with local political and religious
leaders to increase populatiampport, separate (to protect) the population from insurgents, and ultimately
install host nation (HN) governance that promotessdficiency and economic growth.

As HN security forces often have insufficient capabilities to defeat the insurgentipndalices may
initially shoulder the burden of being the primary counterinsurgents. The overall approach is governed by
a stated Army doctrine called Cledold-Build (CHB). Operations are conducted to engage and flush out
insurgents in th€lear phaseclamp down and prevent insurgent activity in Hh@d phase, and address
some of the root causes of the insurgency and promotgmaifnance and economic viability in the
Build phase.

CHB offers a broad guideline of how to conduct operations, and thewviofy two variations are
examples of specific guidelines on how these strategies may be executétkblbisstrategyis designed

to enable the effective execution of CHB in large areas with limited assets. The strategy consists of
establishing a home ba in a friendly regiorand then Clear andditl regions that are adjacent tolit

the Search & Destroystrategyinsurgents are actively sought out and engaged. fifdisdh approach
contrasts with afisoftd approaches that COIN suggests, designed to thenpopulation against an
insurgency by satisfying the populations needs

THE URBANSIM LEARNIN G ENVIRONMENT

UrbanSim (McAlinden et al., 2009), shownFkigure 1, is a turfbased simulation environment in which
users assume command of a COIN operatiorragen of a fictional MiddleEastern country. Users have
access to informatiothat includedntelligencereports (situation reports [SITREPS], significant activities
[SIGACTS]), Informationon the operational environment of each regipali{ical, military, economic,
social, information, infrastructuf@®MESII]); Progressin increasing population support and the primary
lines of effort (LOES): improving civil security, governance, economic stabitifyl, security forces
readinessgeveloping essential secds andcooperating with the local populatipandCausal Effect®f
operations and events population support, LOEand PMESII

The LOEs are intended to support planning operations that link multiple tasks to focus teffard
establishing operati@h and strategic conditions. Users have a limited amount of resources at their
command to perform COIN operations, which have to be diradcwdrd making pra@ress along the
specified LOEs. Operations are conductedragmentary order6FRAGOS) to availale units (e.g., E
Company Bi E CO b) in theSynch Matrix(Figure 1, lower left). Once committed, the simulation
executes the orders and models their effects on the regions of operation in the scenario. During this phase,
additional events caused by otlagents (e.g., the insurgents, the local population) can occur (e.g., the
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detonation of aimprovised explosive deviceHD]). The combination of all activities may result in net
changes t&ey values.

Figure 1. UrbanSim: city map; Synch Matrix (lower left), LOE values (lower right); and
SITREPSs, SIGACTs (left border), Intel Officers S2, S3 (right border)

Students in UrbanSim conduct operations as a surrogate for the Battalion Commander (BBIN The
analyzes tharea of operation (AQO) with respect to the stated mission (defined by the Bfja&
Commander), decides on the allocation of resources (by proxy through the player), and assesses progress
toward achieving the mission goals. The analysis of 4D is expressed and displayed as a set of
interrelated PMESII variables. The role of PMESII values is to organize and aggregate the information
received during COIN operations to understand the consequences of previous operations, and assist in
planning of subsecaunt operations. Interpreting PMESII values is a key competence of commanders, and
COIN operations are decided and justified in relation to these values, and other intelligence information
that may be become available.

UNDERSTANDING STUDENT ACTIONS

A Framework to Infer Metacognitive Skills

To represent student proficiency in domapecific strategies and their more general cognitive and
metacognitive counterparts, we have developed a task model hierarchy that contains a set of cognitive
processes that amirectly linked to the interpretation of relevant tasks that can be performed in the
domain of operations, shown ifgure 2. The cognitive processes are themselves linked to strategic
competencies (when should this action be executed and what are tbeéxquasequences) that experts

see as basic requirementsGOIN operations. In UrbanSim, they include domain/tsgkcific actions,

such as conducting CHB operations, a user action that links up to the more -demeyial task of
Solution Construction (S). Student8Viewactions involve clicking on an interface item to display a page

with information on individuals or groups, and clicking on items to view pop ups that provide information
on PMESII values and results of intelligence gathering. Thesenactwe linked to Information
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Acquisition and Interpretation Actions (I8l Studentd Analysisactions involve opening pages with
causal graphs presenting effect relations (increase, decrease) between operations or events and population
support, LOEs, anBMESII, an action linked to solution assessment (SA).

Info.
Acquisition

Identify Interpr SIGACTs
Info. et Info. SITREPs
(.

Interpret Info.
for

Solution
Assessment

. Solution »
L al

Construction

4

Apply
interpretation

Infer Correct/Incorrect
Solution Components

Choose
Prioritie

Anticipat
e effects

On

insurgent On LOEs,

assessment \/ reactions PMESII, PS
\ 4
Align FRAGOs to
Mission Goals, PS, On Mission
LOEs, PMESII Goals
Figure 2: the UrbanSim task model (abbreviation:

To advance our work on inferring metacognitive processes, we make the assumption that in this complex
gameplaying environment, good performacmust require metacognitive awareness, therefore,

met acognitive awareness can be inferred from stu
students need to employ metacognitive processes to maintain appropriate awareness. Metacognitive
awarenesglirectly influences the selection of operations: operations that advance the problem solutions

are those that are conducted after the situation up to that point has been analyzed in terms of current state,
and current and past trends. This requires asse®e effect of prior solution moves in terms of PMESII

and LOE values and how they have changed over time, studying causal maps when available, and by
incorporating the prediction of future game states.

Inferring Cognitive Skills and Domain-Specific Stategies

To track performance and make énf e nc e s on student so strategi es,
performance valuei.g., LOE scoresind game state variablesd.,number of turns completgdvhich

we leverage to infe(2) more general structuredrecting behavior. These structures represent demain
specific strategies, such as implementations of aspects ofHBed@ctrine. The concepts representing
domainspecific strategies were compiled by interviewing ROTC officers with expertise in COIN, and
analyzing video and audio records of studenworking with UrbanSim. We thus obtained concepts to
represent learneisommon strategies/approaches as well as normative strategies that are seen by experts
as basic requirements ROIN operations. The concepat this level also represent strategies that are
relevant in but not exclusive for COIN operations, such as situation awareness that involves seeking and
interpreting information in the environment, dealing with traffs, and balancing negative andsutove

effects in a set of operations.

The analysis involves instantiating parameters (e.g., PMESII values) repregamforghanceandmake

inferences on studer@ase of processes and strategies. Inferences on strategies are made by aggregating
informaton made available in the UrbanSim logs from a small set of kewvel parameters and
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concepts. More formally, we leverage relations of dependency between processes and strategies, and
performance values. However, this is not an easy task in the Urb@mSironment. This is primarily
because UrbanSim does not keepeaord of all of the information the user views. For example,
UrbanSim records when students opens a page with a causal graph; however, the activation of the
PMESII overlay is not logged. Thefore, the inferences we make are necessarily incomplete and
uncertain.

An example of an instantiation of a strategy is the detection of CHB: by analyzing the PMESII values of
all regions over a few turns, we obtain the number of regions in the ClearoH8dild phase,thus
measuring studerisibility to conduct operations aligned with CHB. In turn, when CHB is detected as a
strategy, inferences on stude¥dsalysis of PMESII aes can be made.

Tracking Performance and Detecting Strategies

At each turpnwe leverage log datatbet ect studentsdé performance and s
of the metrics presented now.

CHB Strategy Once students have obtained and analyzed information, they are expected to conduct
operations in line with thafHB strategy. PMESII analyses, and especially the M value (representing the
degree of military control over a region), play a particularly important role in executing the strategy. We
detect whether studentsd f ol |l ow egidnsinti@iCRar, Holdoat e gy
Build phase at each turn. | f students execute CH
value, the number of Clear regions will decline, and the number of Hold and Build regions will increase.

Inkblot strategy InkblotMatch is the sum of values representing the distaoice region where an
operation is conductddr o m a 06 lclhosea bylthe stuslénts to be a base from which to fan out into
adjacent regionslt is computed on values assignedédgionsrepresenhg the distance to the home base.
Thevabes range fr om)t00.5((thenvalue 6fithe negion lthat $s daéthest from and that
student normally select as the last region to conduct operations in).

Search & Destroy Strategys&DMatchis a measr e o f a 0 hoaQledroThesstpaegy dsa ¢ h
conducted by searching for and flushing out insurgents, and attacking3B&Matchis calculated by
summing the number ddaggr e s si va& éachotyrre Thase iopemations are: Cordon & Search,
Patol, Attack, Dispatch, Arrest, Seize, and Checkpoint.

Lines of Effortt he trend of the LOEs at each turn is track
the Brigade Commander 6s intent.

Population SuppartPopulation Support is logged &, against andneutral percentages, adding up to
100%.1t is the key measure to assess student performance. UrbanSim scores performance at the end of
the game with the formulafqr * 2) + neutrali against

Ineffectivenessthe measure represergst u d ability ® &electmaximally effective operations, given

the PMESII values of a region. The measure is the sum of ineffectiveness values for all operations in a
turn. Ineffectiveness of an individual operation is calculated by summing its effect on 4 IPMESE

(Military, Information, Social and Economic) and identifying the maximally effective operation.
Ineffectiveness is the difference between the sum of effects of the conducted operation, and the sum of
effects of the maximally effective operatiorh@ calculation of the effect is weighted by the magnitude of
PMESII values
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Events The measure EventMatch is the sum of the number of responses to events aEgentmare
reported in SIGACTs or SITREPS, or can be found by comparing the map of iat ¢urnewith the map
of the previous turn (e.g. discovery of a hostile gro&pentMatchis the sum of responses to events by
turn.

Mission Goals The Mission Description of the scenario explicitly requires the achievemethir et
specificmissiongoalsl) i ncrease the support of the townds M
from the Mountains in the North, hence secure the Northern area and 3) repair the airport to facilitate the
movement of personnel and goodshe measureMissionGoalsMatchis the sum of the number of

operations at each turn conducted to further the specific mission goals.

STUDY

This is a study involving a novice populatioklrbanSim has the player assume tbie of a Battalion
Commander. However, there is a significaxpperence and training gap between the player, and the role
they are expected to play. That is, a Battalion Commander is an Officer w2 Yi&ars of experience
and highlevel training, whereas an ROTC Cadet has only several months ¢évelvtraining ancho
operationakxperience.

Aim and Method

In the past 2 years we have condudimdr studies with ROTC students. We paired students to obtain

ver bal data from whi ch tmetacagmtizeebehaviorlGoupe wotkedbat as t r at e
single compugr with one student controlling the mouse. Talk and behavior &tention to a part of the

map) is recorded as auelimeo data from welgams synced to a screen capture videata from 12

groups were obtained.

We conducted a qualitative analysis frarhich wedevelopedsummary accounts aft udent s 6 str at
and their attention to and processing of i nf or ma
operations and the information they attended from verbal data. Summary accounts are leveraged to
validate computational techniques weveloped for the automated detection of strategies, approaches

and analysis of information.

In this paper, we present summary accounts and quantitative results of two groups chosen because they
differ markedly in strategies and information analysis, dsb demonstrate some similarities. Thus, we

illustrate how quantitative analyses discriminbttween groups hat f ol |l ow CHB v s. t h
differ in their attention to valuesfocus on PMESII vs. on LOE)differ in situational awareness
(responsie vs. not responsive to eventajid how the analyses detect similarities in failing to integrate
population supporalues in analysis and prediction

Data Analysis and Interpretation

Group 1

Group lconsists oftwo senior ROTC students (one male, one d&h The group analyzes the map
thoroughly and chooses to conduct operations in line with the Inkblot strategy; often discusses the map
and their strategies before selecting operatiandfocuses on regiospecific valuegPMESII, coalition
support) the map and events and pays little attention to LOEs and population support. The group
occasionally analyzes the effect of operations on a régRMESII values by consulting PMESII trends.
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The groupalsoconducs operations in line with CHB, and specifiljawith the Inkblot strategy.In the
first turn, the group adopts a Asoftod approach,
response to several violent events. Throughout all turns the group follows the Inkblot strategy when assets
areavailable. We detect a good executiorCéfB and an above average mean valuimkblot (Figure 3,

left). The group responds to all events. Students only very rarely motivate the choice of operations to
increase population support; and very rarely saypetrations by considering LOE scores. We detect a

low performance irPopulation Supportan average performance in increasib@Es, and an average
performance in choosing the most effective operations (Figure 3, right).
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Figure 3 (left). Inkblot Scoresof Group 1; Figure 4 (right). Ineffectivenes Value of Group 1, and Average

Inferences on Cognitive and Metacognitive Skills

Group 1 obtaingiigh scoredor CHB and Inkblot, but anaverageneffectivenesscore,suggesting that

that students are skilledniexecuting directiveshbut dorit conduct systematic analyses operation

effects. Averagd. OE scores, a lowPopulation Supporscore,and a highEventsscore suggest that the

group focuses primarily on responding to eveaisl take into account PMESI$cores when conducting
operations. These inferences are supported by the analysis of sital&nttudents justify operations to
execute Inkblot and react to events, leaving few assets available for operations that could increase
Population Support.

Tale 1 exemplifiesthe result of inference processes from primary datg.,(the list of operations
selected at each turn) or data computed on primary @aga, CHB score) to cognitive skills and
metacognitive activities student may or may not have chotg.

Table 1 Inferences on primary or aggregated dataf group 1. Bulleted items are alternative inferences

Values and value patterns

Inferences

High CHB andInkblot

Skilled in CHB and Inkblot
Able to interpret PMESII

Averagelneffectiveness

- Moderate analysis of PMESII
- Little analysis of operation effects

High Events

Attention to map, SIGACTs and SITREPs

Low Population Supportlow high-priority LOES
average Ineffectiveness,

- Persistence on approach or strategy
- Little analysis ofoperation effects
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Group 2

Group 2consists oftwo male senior ROTC studentAlso thisgroup analyzes the map thorouglalyd
decides to i mplement the Inkblot strategy. Howe v
conducting operations. Rathar,many regions, the students conduct one security operation followed by a
Recruitment operation to fihand over security of H
little attention to population support. They respond to events infrequently.détect a mean
Ineffectivenessalue that is significantly above average=(2.69,p = 0.015; see Figure 5, right), and

below average performanceslikblot (Figure 5, left) and ifPopulation Support

1.4 4
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081 - ? ; Y Inkblot 2 // i \ Ineffective
’ N G2
0.6 \ / Inkblot Average 15 rfgff.ectlve
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Figure 4 (left). Inkblot score of group 2 over Sturns; (right) ineffectiveness value
of group 2 over 9 turns, and average

Inferences on Cognitive and Metacognitive Skills

Group 2 obtains low scores in all metrics, exceptCimil SecurityandHN Security ForcesNe could not

detect a strategylhe graip also scorehigh onlneffectivenessEventsscore is average. Based only on
guantitative data, the followingxplanatios are possible(l) students ddi develop a strategy?) they

have some misunderstandings on which operations are Cleardrd®dild operations, o(3) theydoni

analyze PMESII valued-igure 6 backs the conclusitimat studenanalysis ofPMESII values is below
average. The arnnalfpwgsimatobnstedentssdi on behavior s
causal graphs. Walsodetect that students repeatedly use game operation (Recruitment) and advance

the conclusion that students follow a strategy without adapting it to local values or analyze its effect.

Table 2 Inferences on primary or aggregated dataf group 2. Bulleted items are alternative inferences.

Values Inferences
Low CHB andInkblot - Decide not to follow CHB or Inkblot
-Dondét view or wunable
- Misunderstandings on which operations are Clg|
Hold or Build operations
Low PopulationSupport low high-priority LOES - Persistence on approach or strategy
high Ineffectiveness - Misunderstandings of operation effects
- Little analysis of operation effects

DISCUSSION AND FUTURE WORK

Our analyses show that students are often skilled icutixeg directives, responding to events and
counteracting negative trends of one or two key valuest analyses suggeatsothat students fail to
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integrate information and analyses to generate a picture of the operational environment based on the
assessient ofprior solution effect&nd by incorporating the predih of future game states.céounts of

students justifications of operations reported in the case studies show that before selecting operations
students typically analyze a single region dugaor they may react to events. Expertise in COIN means,
however, to be able to conduct operations for lacalbroader and longerm effects (including™ and

3% order effects).

Our analyses have also detected that students frequently hold inekpbdetledge about the effect of
operations. Small positive effects visible on the value indicators on the map interface appear to be
sufficient for the students tepeatedlyconduct the same operations. The measuraeaifactiveness has
emerged agentrd to detect studenisncomplete knowledge and their inclination to analyze operation
effectsi a critical metacognitive activityDiscriminating between incomplete knowledge and insufficient
analysis will allow us to better model the learner in termsoghitive and metacognitive skills.

However, our interpretation of studedistrategies is an indirect inference that is incomplete, in general,
and necessarily uncertain. This becomes a primary challenge in learner modeling and generating adaptive
scaffolcs. In future work, we will extend ahgeneralize our hierarchical task and corresponding learner
model to better capture the nuances of students proficiencies and their learning behaviors. In general, this
hierarchy will include cognitive processes relatedhe task domain, expressed in dorrepecific and
domainindependent form at the lower levels of the hierarchy, cognitive and metacognitive strategies,
again expressed in domapecific and domahgeneral forms (when applicable) at the middle levéls o

the hierarchy, and metacognitive processes at the highest level of the hierarchy. The reason for including
both domairspecific and domahgeneral nodes is that the domajpecific nodes imply the definition of
detectors that we can design in the trainédmvironment to detect and analyze studigmesformance and
learning and probleraolving behaviors, whereas the domganeral constructs apply across multiple
training domains. Examples of domaipecific detectors, and their applications to analyziglient
behaviors have been illustrated in this paper. Currently, we are in the process of developing these
detectors in the GIFT system. In future work, we will extend this approach to derive dgenairal
constructs, which will be integrated into thareer model in GIFT.
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INTRODUCTION

Determining how to effectively respond to learner affect is important not only irtddeee learning
environments (Pekrun, Goetz, T&zPerry, 2002), but also within the field of intelligent tutoring systems
(ITSs) (Goldberg et al.,, 2012). This requrerot only tools to accurately identify affect, but also
developing a suite of accompanying interventions that can respond to learner affésitdDLehman&
Graesser, 2011).

In an effort to help learners regulate their affective states, some comytorémng systems researchers

have used interventional feedback messages to motivate the learner through a frustrated state (Robison,
McQuiggan& Lester, 2009). However, these researchers have noted that where frustration has been
detected and feedback daied, learners do not always respond positively to these interventions, but
rather may react negatively to feedback provided by the system (Robison, McQ&idggester, 2009).

This has given rise to the need to take a closer examination of the desigrivatiomml feedback
messages delivered to learners in a frustrated state to determine the most effective approach for
addressing learner frustration via interventional feedback messages.

Within this context, then, the gap addressed by this current wark éffort in determining what kind of
motivational feedback messages delivered withinle® effectively addresses the affective state of
frustration within a simulatioivased training game and promotes learning gains. Three theories of
motivation were tegeted to design feedback messages: (1) theory of coatined (Pekrun, Ellioi&

Maier, 2006); (2) theory of social identity (Tajfel & Turner, 1978hd (3) theory of sekefficacy
(Bandura, 1977). These theories are distinct from each other in théeyatatget either a persi@nsense

of what they value (contralalue theory), who they are (social identity theory), and what a person
believes they can achieve (sefficacy theory).

THEORY AND PREVIOUS RESEARCH

Effectively supporting cognitive performee is increasingly understood to depend on a broader
understanding of the relationship between affect, motivation, and cognition interactions. Prior research in
the area of motivation and cognition has demonstrated that the presence of positive metiNetiaes
working memory, memory encoding, decision making, selective attention, response inhibition, and task
switching (Locke & Braver, 2010). Further, motivational processes associated with affective states have
been shown to have also had a signifigamgact on memory, perception, attention, and categorization
(HarmonrJones, Gable & Price, 2013).

Accordingly, this paper discuss the results of a study ran in September 2015 that examined the effect of
motivational feedback messages delivered to paaintgplaying the serious video game vMedic while
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participants engaged in a modified Tactical Combat Casualty Care (TC3) course delivetteel by
Generalized Intelligent Framework for TutorinGIET; Sottilare,Brawner, Goldberg & Holden, 2012

Using previaisly published sensdree detectors of student frustration (Paquette et al., 2015), GIFT
automatically detected whether students were highly frustrated, and if so, immediately delivered feedback
messages to motivate the learner to persist in their |gpradk.

Sensoffree detectors

Sensoifree detectors are computational models that automatically detect |éaaffiective states from

their interaction with online learning. For this September 2015 study, we used thefesmsaifect
detector for frusttion developed by Paquette and colleagues (2015), built using log daBaked
Rodrigo Ocumpaugh Monitoring Protoq@ROMP) field observations from a previous study conducted

at West Point United States Military AcademjUSMA]) (September 2013), theame setting as the
current study. Machinkarning algorithms implemented in the RapidMiner tool were used to identify the
relationship between features of particip@imgeraction and observations of frustration, and a model was
built that was able torpdict when a student was frustrated. The resulting model takes summary features
of the learndgs behavior as an input and outputs its confidence that the learner is frustrated (the
confidence is a probability between 0 and 1). For the purpose of thisgdpagerventions, we treat a
confidence of 0.5 as evidence that the participant is highly frustrated; values below that are treated as
not frustrated.

PROJECT DESIGN

The experiment used a modified version of th&.lArmy& TC3 course on tactical feblcare and care
under fire, focusing specifically on hemorrhage control and bleeding. The main study usedrdpre
posttest, control group design. Conducted on laptops, the tasks of this experiment included a
demographics questionnaire, afeet, themodified TC3 PowerPoint, five scenarios of vMedic, the Short
Grit Scale Survey (Duckworth & Quinn, 2009), a Presence survey (Witmer & Singer, 1994), and a post
test.

Participants completed five scenarios within vMedic: (1) a relatively easy to solveuictmoy scenario

(2) multiple injuries (3) a newin situation (referred to as KobayagWaru), (4) multiple injuries again

and (5) a second nwin situation. These were sequenced in this manner to elicit the most amount of
frustration that could be remsably manipulated without risking complete disengagement from the game.

There were five conditions in this experiment: (1) cortale motivational feedback messagéd
social identity motivational feedback messagé®) selfefficacy motivational mesages (4) non
motivational feedback message conditibnfactoids related to hemorrhage control and tourniquets
(control condition 1)and(5) no intervention (full control; control condition 2) (see Appendix).

In the four message conditions, GIFT ushd sensofree detectors to trigger frustration adaptations.
Upon the detection of high frustration, a single audio motivational feedback message would be delivered
to the participant by GIFT. The motivational and #oativational feedback messages werbvdeed a

total of once per scenario.

The data collected in this experiment included all answers to the questionnaires and surveys, in addition
to the log files that contained all the data of the experiment and participant intefaiciuding system
detected rates of frustration recorded for each participant. These log files were extracted from GIFT via
the Event Report Tool, a function within GIFT that exports all data of participants logged into GIFT
while taking the course/experiment.

26



Proceedings of the 4th Annual GIFT Users Symposium (GIFTSym4)

Participantdn the experiment included 141 volunteers from the Corps of Cadets aSHé h West

Point, NY. The ages of the participants ranged from 17 to 25aRdepostest measures were collected

for 141 participants. Out of those, 17 participant log files hahp in the output where the participant
either did not have a pttest or a postest due to a technical failure, resulting in loss of data.
Subsequently, these 17 participants were dropped from the data analysis. In total, the final data analysis
was un on 124 participants (14 females and 110 males) who participated in this study: (1) 26 participants
in the controlvalue motivational feedback messages (condition(2) 26 participants in the social
identity motivational feedback messages (condition (3) 24 participants in the sedffficiency
motivational messages (condition, 3#) 25 participants in the nemotivational feedback message
condition (control condition 1)and (5) 23 participants in the no intervention (full control; control
condition2).

RESULTS

Analysis of the logs of interventions in vMedic indicated that every participant in a feedback condition
received a message in every vMedic scenario except for the first. This result was not unexpected as the
sequence of the vMedic scenariosres designed to have the first scenario be relatively easy to solve,
thereby not eliciting a high level of frustration.

The condition with the greatest frequency of systlatected frustration was the no message condition,
(the full control condition 2)with a mean frequency of 6.70 times that the sefrser affect detectors
detected high frustration across all scenarios. The two conditions with the lowest frequencies detected for
high frustration were the contrghlue condition (condition 1), with a e of 6.19 detected high
frustration events, and the seffficacy condition (condition 3), with a mean of 6.33 detected high
frustration events (Figure 1).

System Detected Frustration
Mean Statistic

“ Mean Statistic

6.654 6.696

3 6.192 6.333 6.28

0

1_CValue 2_Socl_ 3_Self El 1lc_NonMotv Zc_No messages

Figure 1.Mean frequency of system detected frustration by condition and standard error

There were no statistically significant differences in the frequency of frustration between conditions,
F(4,119) =0.581, p =0.677.

To test if there was a statistically significant difference between motivational feedback vs. non
motivational conditionsa twoway mixed desigmmepeated measures analysis of variancANOVA)
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design was used to analyze the effect of two independent factors on the dependent variable (tests), where
one of the factors was the between subjects (condition) and the other whamaubjects factor (system
detected frustration). Comparing the motivational conditions (conditions an®3) to the control
conditions (conditions 4and 5), when testing for a thregay interaction between tedtsistration

condition, there was a sistically significant difference in prpost test scores (rANOVA):

F(1, 120) =5.578, p 6.020 d p 20.044, power $.649.

Conducting a posgtoc, simple main analysis to investigate the thwag interaction of condition and
frustraton on prepost test scores, independent pairwise rAN@/Avere run comparing each
motivational condition separately to each control condition, using the Benjhimahiberd alpha
adjustment procedure to control for false discovery rate in multiple comparisons (see a summary of
findings in Table 1).

Table 1

Summary of pairwise analyses (rANOVA s) between intervention conditions vs. control groups

Intervention Control df F Sig Adjusted o np2 Power
group
Control-value Non 1 1.079 304 0.033 022 175
motivational
messages
Social identity Non | .650 424 0.041 014 124
motivational
messages
*Self efficacy Nen 1 9.945 .003 0.008 181 .B70
motivational
messages
Control-value No messages 1 2.200 145 0.025 047 306
Social identity No messages 1 345 560 0.500 .008 089
*Self-efficacy No messages 1 7.355 .010 0.016 146 755

* statistically significant after Benjamini-Hochberg correction

! The BenjaminiHochberg procedure is approach to controlling the false discovery rate in multiple comparisons
(Benjamini & Hochberg, 1995; Thissen, Steinberg & Kuaf)2)which is thought to balance between Type | and
Type Il error better than more traditional familise error rate teswuch as Bonferroni
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A statistically significant difference was found between theedfiifacy condition (N=24) and the non
motivational feeack control group (N 25), (rANOVA): F(1, 45)=9.945, p=0. 00 3 ,=0.181p 2
power=0.870. Using the Benjamifilochberg adjusted alpha, these results are still significant:
p=0.003<B-H 0.008.

Also, there was a statistically significant diface between the sadfficacy condition (N=24) and the

no messages control group €\3), (rANOVA): F(1, 43)=7.355, p=0.010, d p=20.146, power
=0.755. Again, using the Benjamihiochberg adjusted alpha, these results are still significant:
p=0.010< B-H U=0.016. No other comparisons were significant when using the Benjatitohberg
procedure.

Tests were also conducted to examine the relationship between presence and grit on student learning.
Taking measures from an administefegtsence quésnnaire (Witmer & Singer, 1994) and the Short

Grit Scale (Duckworth & Quinn, 2009keparate twavay mixed design rANOVA analyses were
conducted examining the effect of presence and grit on student learning. Presence did not have a
statistically signifiantly effect sizeassociated with prpost test scores, (rANOVA): F(1,114)1.639,

p=0. 20 3 =0.044 power0.246, and no statistically significant interaction was found between
presence and condition on grest test scores, (rANOVA): F(4,114)0.162, p=0. 9 5 750.00f,p 2
power=0.083.

There was a statistically significant interaction effect of grit by condition anepqsee test scores
(rANOVA): F(4,114)=2.903, p=0. 0 2 5 =0.082 Rower 0.768. Given this significant interaction,
ananalysis on the simple effects of grit by condition were conducted, running simple main effect analyses
separately at each level of condition. The results of this simple means analysis showed that grit had a
statistically significant effect with prpost est outcomes only within the contnalue condition
(condition 1) F(1, 245 7.304, p=0. 0 1 2 ,=0.283% power 0.737. However, in examining the
BenjaminiHochberg alpha adjustments, the contraue condition marginally misses significance
p=.012>B-H U=0.01.

Splitting the data further into high and low grit groups, using the mean grit value of 3.80, a statistically
significant difference was found between the pre and post tests for low grit participants in the control
value theory condition (calition 1), (rANOVA): F(1, 25F35.000, p=0. 001 ~0.888,p 2
power=0.999. After making BenjamirtHochberg alpha adjustments, the igvit condition remained
significant: p=0.001< B-H U=0.005, and low grit participants in the contwallue conditon had
positive prepost test outcomes, which was different than the high grit participants who did not have
statistically significant learning. This suggests that the comtrbie messages had a positive impact on
participants with low grit scores, pepgencouraging them to see the value in the experiment or the
learning activity more broadly. In contrast, for the high grit participants, it seems as if these participants
might have seen the contiwhlue messages as unnecessary, annoying, or everatingsir perhaps
causing some disengagement with the experiment/learning activity.

CONCLUSIONS

In conclusion, the results of this experiment support previous theories and empirical research that have
recognized the need to identify and address affectiaesstthat lead to disengagement in learning
(D&Mello, Lehman& Graesser, 2011), and gives further evidence that providing interventions in the form
of feedback messages can positively affect the learning of domain content in ITSs (Roll, Aleven,
McLaren& Koedinger; 2011). We find that sadfficacy based interventions are associated with better
learning, when controlling for frustration, though they do not specifically reduce frustration themselves.
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This study also provides further evidence of the comjpiteraction of affect, motivation, and cognition.
Specifically, this study illuminates the mediating effect that frustration can bring to bear on learning, and
provides evidence that through the development oflteesed and situationally grounded motioaél
message$ and connected to an automated detector that infers student frusirgtimsitive learning
outcomes can be enhanced in an intelligent tutoring system platform such as GIFT.

Future studies should test to see whether older, active membere US. Army would respond
differently to the existing body of motivational messages employed in this study. Also, to establish
generalizability of these findings, future research should replicate this study on a more heterogeneous
population. Lastlyfurther studies are needed to examine other motivational tiased designs, as well

as how other psychological traits interact with frustration and motivation in order to support cognitive
performance more broadly.
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Appendix: Feedback Messages

Condition 1: Control-Value Theory

1.

fiStudies have shown that between 119 of deaths ivietham could have been prevented if
tourniquets had been used.

fiA 2008 study from a hospital in Baghdad found an 87% survival rate with use of tourdiquets.

fiThere is no room for hesitation or consultation in facial injuries, and quick actib@ (@irutes)
is critical to the survival and recovery of injured soldiers.

fiThe number one cause of preventable deaths in active shooter events is blood loss, and the best
way to stop blood loss is to properly apply a tourniguet.

fiThe first U.S. casualty to €iin the war from enemy fire was a Special Forces Soldier, SFC
Nathan Chapman, who died during medicaleaiacuation on 4 January2002 from isolated limb
exsanguination without tourniquet uséragh et al., 2013)

Condition 2: Social Identity Theory

1.

2.

fiAs General Maxwell Thurman saiéiviake good things happen for our Arry.

fiRemember, solder, what General Patton said: An Army is a team. It lives, sleeps, eats, and fights
as a teand.

fiEvery single man in this Army plays a vital rglsaid General PattofiDon& ever let up. Every
man has a job to do and he must db it.

fiGeneral MacArthur once said: Duty, Honor, Country, are three hallowed words that dictate what
you ought to be, what you can be, what you wilbbe.

fiGeneral Patton said that the soldier gghba citizen and the Army, and the highest obligation
and privilege of citizenship is the bearing arms foréer®untryo

Condition 3: Self-Efficacy Theory

1.

2.

4.

filn this important combat situation, your best outcomes will be achieved if you jgersist.
fiYou cansucceed in this because yoe been trained to succeed under all condit@®ns.

fiTell yourself that you will succeed because failure is not an option in this high stakes combat
zoneo

fiDifficult doesrt mean impossible. It means work harder till your conmbigsion is achieved.
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filn all combat situations, success comes from overcoming the things you thought yodt ¢ouldn

Control Condition 1 7 Non-Motivational Feedback Messages

1.

fiBattlefield care emerged in Europe when Hastolutionary France established a system of
prehospital care that included a corps of litiearers to remove wounded individuals from the
battlefieldp (Chapman et al., 2012).

firThe modern combat medic has rots in the American Civil War, when enlisted soldiers
served as hospital steware Lorenzo, 2001).

fAs of 10 September 2001, the unreliable, World Wiaerkh U.S. Army tourniquet was the only
widely fielded tourniquet in the U.S. militanfKraghet al., 2013).

filn 2003, in the farmlands around Fort Bragg, Amanda Westmoreland became a tourniquet maker
by melting and bending plastic tourniquet components in her living rooms, packaging and
distributing thousands of assembled tourniquets early enwtlr against Iraq,(Kragh et al.,

2013).

fiThe use of a tourniquet went from a means of last resort to a means of first aid and became the
prehospital medical breakthrough of the wars in Afghanistan an@ (kKggh et al., 2013).

Control Condition 2:

No messages
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The Use of Social Media for Creating and Improving
Learning Content

Rodney A. Lond, Irene T. Boland, Phi¥, Doug Raunf, Dan Silverglate, Ed Sims, PhD3
'Army Research Laboratory (ARL)
2Vcom3D, Inc.

INTRODUCTION

The US Armytrains and educates over a half million individuals per year in a cbasss, throughput

oriented system. M ubasked irestfuctian Hisein ther fory dfs statie e?bwerPoint
presentations, with little tailoring to individual soldier needs. Wil everchanging landscape of full
spectrum operati ons, -dtroctirad/pdoblems and Haveelittlesstima forehe idemlc i n g

levels of reflection and repetition needed to promote critical thinking, adaptability, and mastery of
complex &ills. Additionally, the current time frame for updating courses (3 to 5 years) does not support
t he moder npacedlegyning nedds: s t

In pursuit of more powerful training tools, the U8my Research Laboratory (ARL) haponsored
research resulting in th&eneralized IntelligenFramework for Tutoring (GIFTSottilare, Brawner,
Goldberg & Holden, 20123ottilare, Holden, Goldberg & Brawne2013) an open source architecture to
lower the skills and time needed to authdeliver, and evaluate adaptive instructidio. enhance the
content authoring and management capabilities of GIFT and other instructional frameXRitkbas
sponsored research int@acial Media Framework (SMF) that enables organizatomrrowdsource ad
crowdvet new learning content and improvements to existing coudesresearch questions we seek to
answer in our current research include the extent to which the SMF and GIFT can: (a) promote critical
thinking, collaboration, adaptability, effectivcommunication, and problem solving; (b) help close the
gap between formal training and operational application of the training to missions in the field; (c) reduce
the time required to locate and use learning resources; (d) reduce the time requireargoraie
feedback from the field into formal instruction; and (e) reduce instructor workload, while maximizing the
efficacy of the instructords ti me.

BACKGROUND: SOCIAL M EDIA FRAMEWORK

Previously, we investigated a reseabased suite of affordances thsapport the sharing and vetting of
information amongst peers. The objectives of the project were to: identify lessons learned from
commercial, academic, and US Government applications of social media to knowledge management and
learning; and consider theigque requirements and constraints of the military learning environment and
how successful commercial and academic models for learning can be adapted to military applications.

CURRENT RESEARCH

Research Objectives

At a high level, our research aims to investigate the extent to Bhilghintegrated witlGIFT cando the
following:
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A Promote critical thinking, collaboration, adaptability, effective oamication, and problem
solving within adaptive instruction

A Help closethe gap between formal training and operational application of the training to raission
in the field

Reduce the time required tcchte and use learning content and resources
Reduce the time required to incorporate feedback frenfiekd into formal instuction

Reduce instructor workload, while maximizingthtéfc acy of the instructor €

Experimental Methodology

This research project has followed a sequence of overlapping/spiral events, inalliirafure review
(ensuring that our proposed resdafurthers the body of knowledge)n experiential review (hanesn
examination of existing tools to ensure that the affordances we test are extending the state ofetste art)
bed development (creating the suite of affordances to enable testing #search hypothesesind
guantitative and qualitative research (testing our hypotheses and soliciting feedback from participants).

Test Bed Architecture

Prior to the creation @&IFT Cloud, weexpandedhe SMF to providea cloud-based fiheadless instanceof

GIFT, allowing multiple usersto connecto GIFT acrosgheinternet (Figure 1)In this configuration, we

run serveronly instances of GIFTthe Nuxeo content management system (CM8d ActiveMQ, which

allow us to provide an entire GIFT instance to multiple users, without the need for dedicated desktop
systems.

Web Interop
Gateway

XAPI-Enabled Web

GIFT Course Player
-Collect granular feedback

-eMAP Adaptivity during course

SRy Autho_rlng -Track learner data with xAPI
-Other Authoring

Social Media
Framework

Course Management

-Create slide-based lessons
-Modify existing lessons
-Integrated access to GIFT
authoring tools

Figure 5. SMF/GIFT Integrated Architecture
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GIFT was also extended to include a gateway interoperability module that allows connection to a web
based course player. The course player, suitable for expansion to mobile devices, plays course content
that automatically generates experieapelication pogramming interfacex@Pl) statements for tracking

the learndis interactions (Advanced Distributed Learning, 2013). The course content is stored in the
Nuxeo CMS which provides revision control mechanisms. A ShHsed fronend allows for simplified

couse creation and management, adding the ability to author an entiteaseth course. Using Nuxeo in

this way allows us to leverage the GIFT toolset, which atssNuxeo, to tie the two systems together,

so that they can share learning assets and acert®ls. Through the gateway interoperability module,

the course player communicates to the GIFT Engine for Management of Adaptive Pedagogy (eMAP),
allowing adaptivity within the course driven by Gl&Tadvanced adaptive capabilities. The wwabed
courseplayer includes the ability for courses to collect social media feedback on granular aspects of the
course(e.g.,paragraphs of text, images, videos,)etc.

Using annotatiorstyle commenting, the feedback is collected and stored within the SMF for -crowd
comment and review after the course is completed. In addition, the GIFT user interface (Ul) has been
modified to allow other GIFT transitions (surveys, learning materials, after action reviews) to collect
feedback in a similar manner. This feedback is aisole available within the SMF for crowd comment

and interaction.

Experimental Research

Our research in social medimabled learning and knowledge management includes three major phases,
each with a data collection. In 2015, Data Collection 1 focusadstructionalsystems designers (ISDs)

and subjecmatter exprts (SMES) usin@ learning content management system (LCMS) to enter content
and build a course. Data Collection 2, conducted in summer 2015, involved learners taking the course and
providing granular feedback about how they think the course can be improved as well as using social
media tools to discuss the feedback of others. In Data CollectiBprih¢/Simmer 2016), the ISDs and

SMEs will review the feedback from learners and decide what irepmemts they will make to the

course. They will then be able to use the SMF to update and republish the course based on the learner
feedback.
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DATA COLLECTION 3 DATA COLLECTION 1

Research
Data
Collection
Events

Figure 6. Experimental Research Overview

This threepart research demonstrates the speed with which experts in the field and fleet could provide
realtworld feedback that could thepromptly incorporate changeisto the official course by the
schoolhaise. This addresses key goals within the Arragirhing Model (ALM;TRADOC, 2011), which

seeks, among many other goals, to include the-ewaving knowledge from the field into official
training as quickly as possible.

Data Collection 1 Procedure

At the time of this data collection, GIFT ran as a tl@slapplication. Expanding on the existing SMF, a
cloudb as e d, fiheadl esso i nstance of ARL"' s GIFT plat:
independently of a specific workstation. Utilizing this configuration, we deployed the GIFT Survey
Authoring Sytem (SAS) and GIFT Course Authoring Tools (CAT) through our Apache Tomcat web
application server. Using nginx to serve the existing SMF and act as a proxy to the GIFT instance on the
same server, gave the participants the experience of a seamlessdatatsslystem with Single Sign On

(SSO0) for each subsystem. The experimental test bed was hosted on a dedicated server off site from the
research location. Each participant received login credentials and used a separate work station in their lab
to accesshe test bed through the internet from a standard browser.

The researchers guided participants through standard tasks involved in creating learning content. The
participants were encouraged to comment on the experience and compare and contrast tl$oathe to
processes that they typically use as ISDs and SMEs. The session was videotaped to allow for detailed
analysis afterward. The researchers described the system to the participants as an experimental learning
content authoring system for the Army atitht the longerm goal was to grow the system into a
powerful tool that is useful to them (and other users) in creating adaptive learning experiences that are
easy to update. The researchers also noted that having their formative feedback at an earlyuttag

help guide development in the direction that's most useful to users. Their data collection experience was

40



























































































































































































































































































































