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We are proud of what we have been able to accomplish with the help of our user community. This is the 

fourth year we have been able to capture the research and development efforts related to the Generalized 

Intelligent Framework for Tutoring (GIFT) community which at the writing of these proceedings is now 

about 800 users in 52 countries.  These proceedings are intended to document the evolutions of GIFT as a 

tool for the authoring of intelligent tutoring systems (ITSs) and the evaluation of adaptive instructional 

tools and methods.  Papers in this volume were selected with the following goals in mind: 

¶ The candidate papers describe tools and methods that raise the level of knowledge and/or 

capability in the ITS research and development community 

 

¶ The candidate papers describe research, features, or practical applications of GIFT 

 

¶ The candidate papers expand ITSs into previously untapped domains 

 

¶ The candidate papers build/expand models of automated instruction for individuals and/or teams 

The editors wish to thank each of the authors for their efforts in the development of the ideas detailed in 

their papers.  As a community we continue to move forward in solving some significant challenges in the 

ITS world.  For future efforts, we would like to list some of these challenges here: 

¶ Unobtrusive learner data acquisition to support individual learner and team state classification 

 

¶ Optimal selection of ITS strategies and tactics for individual learners and teams 

 

¶ Assessment of individual and team learning, performance, retention, and transfer of skills from 

training and education environments to work environments 

 

¶ Efficient ITS authoring experiences including methods to organize domain knowledge  

 

¶ Automation of elements of the authoring process to reduce the time to produce adaptive 

instruction 

We would also like to encourage readers to follow GIFT news and publications at 

www.GIFTtutoring.org.  In addition to our annual GIFTSym proceedings, GIFTtutoring.org also includes 

volumes of the Design Recommendations of Intelligent Tutoring Systems, technical reports, journal 

articles, and conference papers. GIFTtutoring.org also includes a usersô forum to allow our community to 

provide feedback on GIFT and influence its future development. 

 

 

 

 

 

 

http://www.gifttutoring.org/
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Elements of a Learning Effect Model to Support an 

Adaptive Instructional Framework  

Robert Sottilare  

U.S. Army Research Laboratory 

INTRODUCTION  

This paper describes the evolution of a learning effect model (LEM; Sottilare, 2012; Sottilare, Ragusa, 

Hoffman & Goldberg, 2013) to guide adaptive instruction within the Generalized Intelligent Framework 

for Tutoring (GIFT; Sottilare, Brawner, Goldberg & Holden, 2012), an open-source architecture for 

authoring, delivering, guiding, and evaluating tailored, computer-based instruction for individual learners 

and teams of learners.  Effect models may be used to demonstrate the relationship between the learner, the 

computer-based tutor, and the instructional environment (Figure 1) and how they influence each other 

during adaptive instruction.  

 

 

Figure 1: Interaction between the learner, the tutor, and the instructional environment 

The GIFT LEM is focused on how these relationships facilitate desirable learning outcomes (e.g., 

knowledge and skill acquisition, performance, retention, and transfer of skills from training to the work 

environment). The LEM discussed in this paper began as a set of strategies (plans) and tactics (actions) 

used by a GIFT-generated tutor to drive tailored training experiences in real-time. The LEM has since 

evolved to encompass real-time and long-term models of both individual learners and teams of learners 

plus required knowledge, learning objectives, tailored learning events, and measures of learning and 



Proceedings of the 4th Annual GIFT Users Symposium (GIFTSym4) 

8 
 

performance. This paper provides a detailed breakout of elements and processes that compose the LEM 

and a description of their function in the process of adaptive instruction. 

Figure 2 illustrates the elements of the LEM and their interaction.  The model is composed of three 

distinct processes: pre-tutoring, real-time instruction, and post-tutoring phases.  Each is described in detail 

in the following sections of this paper. 

 

 

 

Figure 2: Updated Learning Effect Model 

 

PRE-TUTORING PHASE  

The pre-tutoring phase includes functions necessary to support authoring and initialization of the tutor.  

The author selects the tutoring domain, and defines the required knowledge and skills for a course or 

lesson.  When the tutor initializes, a quick comparison of the learnerôs domain knowledge and skills with 

the required knowledge and skills identifies a set of learning gaps that drive tailored learning and 

performance objectives for the upcoming tutoring experience.  This aids in narrowing the scope of the 

content that will be presented to the learner during the real-time instructional phase.  The learnerôs goals 

(exploration, formal learning, or refresher training) are also considered in this phase and a tailored 

instructional event is created to expose the learner to new content while anchoring new content to old 

learning experiences.  This historical information is stored in a long-term learner model in what is 

generally referred to as a record store.  Finally, the author identifies associated learning and performance 

measures along with sources for these data to determine the learnerôs progress toward objectives during 

real-time instruction. 
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While this is not an exhaustive list, it is a list of common measures or variables of interest which 

influence the adaptiveness of the tutor and its perception of the learner and the training environment.  

Measures are determined by the tutor author during the pre-tutoring phase and may include, but are not 

limited to, the following: 

¶ Current learner states  

Á domain competence or prior knowledge 

Á engagement performance 

Á learning (knowledge and skill acquisition) 

Á emotional states which influence learning (e.g., boredom, frustration, joy, confusion) 

¶ Concepts under instruction 

¶ Course flow and hierarchical relationships between concepts 

¶ Progress toward learning objectives 

¶ Learner data sources 

Á Learner input 

Á Behavioral and physiological sensors 

Á Learner records 

¶ Assessment methods (data interpretation and state projection) 

¶ Available tutor actions (feedback, changes to tutoring environment) 

¶ Reward functions associated with available tutor actions 

¶ Minimum standards and other measures 

 

In the next section, we discuss elements within the LEM that support real-time adaptive instruction.  

REAL -TIME INSTRUCTIONAL P HASE 

As with all phases of instruction, the real-time instructional phase of tutoring is managed by GIFT 

through the LEM (Figure 2).  Data collected from the learner or the learnerôs record store (historical data 

including experiences, achievements, and demographics) are used by GIFT to assess/predict learner states 

(e.g., performance, learning, emotions, engagement).  Learner data may also include learner traits (e.g., 

personality, educational level), which can also be used standalone to trigger adaptations by the tutor.  

In the previous section we discussed the importance of identifying measures during the authoring process.  

A key set of measures centers on learner characteristics as a basis for adaptation decisions.  Most 

intelligent tutoring systems (ITSs) use performance and achievement as the primary measures to trigger 

adaptation, but there are many more important attributes that should be considered based on their 

influence on learning, performance, retention, and transfer.  Depending upon the ease with which 

measures can be captured and states classified, the following additional learner characteristics should be 

considered:  working memory capacity, prior knowledge of the domain under tutoring, and current 

emotional state. 

Once we have identified sources of adaption, we can begin to link them to targets of adaptation.  

According to Goldberg et al (2012), target adaptations might include changes to the sequence of 

instruction, presentation of information, degree of learner control, feedback frequency or content, task 

complexity, or the pace of instruction. GIFT uses learner data and states to select optimal strategies or 

plans for action. 

Instructional strategies within GIFT are domain-independent plans for action and may be associated with 

course navigation decisions (e.g., mastery of concept A achieved; okay to move to concept B) or 

intervention decisions (e.g., tutor feedback, prompts, questions, or changes to scenario difficulty).  The 
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tutorôs selection of specific actions or tactics are influenced by the strategy selection and bounded by the 

conditions of the scenario at the time the intervention decision by the tutor is triggered. Course navigation 

decisions in GIFT are largely driven by Merrillôs Component Display Theory (CDT; 1983).   

Figure 3 illustrates course navigation decisions by GIFT-based tutors for a lesson consisting of 3 

concepts.  First, the learner is guided through the rules quadrant, where they are exposed to the principles 

for the domain under tutoring (e.g., hemorrhage control).  We assume no hierarchical dependency 

between the concepts being tutored, so they can be learned in any order.  As the rules for one concept are 

reviewed, the learner is guided to other concepts (green arrows).  Mastery based on preliminary checks on 

learning can be inserted prior to decisions to move forward to new concepts.  Low scores for checks on 

learning or off-task behavior (e.g., rapidly clicking through material) can result in being redirected to new 

material on the current concept instead of moving on to new concepts (red arrows).  Completing the 

reviews for all of the conceptsô rules results in transition to the examples quadrant. 

 

 

Figure 3: Adaptive Course Navigation in GIFT based on CDT  

and a lesson consisting of three concepts or learning objectives (A, B, and C) 

 

As with rules, successful examples are reviewed and may also contain preliminary checks on learning.  If 

the examples for all the concepts are successfully reviewed, the learner is prompted to move on to the 

recall quadrant where more substantial assessments of their domain knowledge are conducted. If the 

recall quadrant is successfully mastered, the learner moves to a practice environment to apply their 

knowledge and exercise their skills.  If they do not perform to standard in the recall quadrant on any of 

the concepts, the learner is redirected to either the rules or examples quadrant for targeted remediation for 

only the underperforming concepts (see red arrows and text in figure). 

The practice quadrant is focused on skill development which is generally tracked through the learnerôs 

behaviors (e.g., decisions, actions).  Some tutors differentiate between the behaviors of learner and an 
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expert model.  Expert models trace the actions of experts to define various paths of success.  For example, 

if we tracked the behaviors of writers for an essay writing tutor, most writers would begin with an outline 

of their writing project and then expand details under each heading.  Others might write a short synopsis 

and use this as a basis for developing an outline.  Still others might develop goals for the story prior to 

writing.  All of these methods might be considered effective by experts so multiple paths leading to 

success can be developed by the author as shown in the expert model (Figure 4).     

 

 

Figure 4: Directed Graph for Course Navigation showing multiple successful paths (expert model) and 

learner models with successful and unsuccessful paths 

Examining the expert model diagrammed in the directed graph in Figure 4, we note one optimal path 

(straight line) and additional paths that may be viable but are sub-optimal due to extra steps. Examining 

the first learner model (middle graph) we see an direct imitation of an expert performance, but with one 

extra (unneeded) step.  Finally, in examining the performance of the second learner (bottom graph) we see 

the learner execute an unsuccessful path with an incorrect action and a missing action.  The path is 

unsuccessful not just because of the errors, but because the errors are significant or critical to success. If 

the errors were minor, the path might be deemed to be successful.  Note that the unsuccessful path can 

contain successful actions and successful paths can have minor errors.     
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The conditions within the tailored learning event (Figure 2) at the time of assessment by the tutor along 

with the learnerôs behaviors (Figure 4) and the instructional strategy selected (Figure 2) based on the 

learnerôs states and traits determine the tutorôs tactical selection.  These elements along with 

reinforcement of past successful tactics drive future tactic selection (Equation 1). 

Tactic Selection = f(environment conditions, learner behaviors,  

 instructional strategy selection, past tactic selections)        (1) 

 
 

Instructional strategy selections are based on learner states and traits, and reinforcement of past successful 

strategy recommendations (Equation 2). 

Instructional Strategy Selection = f(learner states, learner traits, 

                                                 past strategy recommendations)      (2) 

 

Resulting tactics (successful or unsuccessful) also drive intended and unintended changes in the learnerôs 

behavior and physiology (Figure 2) which may influence stress levels or motivation.  These changes can 

result in accelerated or decreased progress toward learning objectives.  

POST-TUTORING PHASE 

As discussed in the previous section, the learner is part of an interactive system and may be positively or 

negatively affected by changes or interactions that occur within the system.  Since a primary goal of ITSs 

is to adapt and guide the learner to progress toward their learning and performance objectives, tracking 

the learnerôs achievements of these objectives is important in evaluating the performance and 

effectiveness of the tutor in the post-tutoring phase.  While evaluation of the tutor may occur on a 

continuous basis, cumulative data provide insight into both the learnerôs tutoring experience and the areas 

in need of improvement within the curriculum content.  With this in mind, we recommend the 

examination of learner data sources and tutor decisions to support: 

¶ long-term modeling of learner attributes to identify domain competencies  

¶ understanding of learner habits and trends to enable more efficient future adaptation by the tutor  

¶ discovery of paths to achievement and misconceptions within a domain of instruction 

FUTURE DIRECTIONS  

As noted in Equation 1 and Equation 2, several variables combine to influence strategy and tactic 

selection within the LEM and GIFT-based tutors.  The scope of influence of these variables on tutor 

selections is not well understood.  Future research should focus on discovering the behavior and 

sensitivity of these variables with respect to tutor decisions and their influence on each other.  Data- 

mining techniques should be employed to capture ITS performance data with respect to learning, 

retention, performance, and transfer of skills from instructional environments to work/operational 

environments.  Finally, effort should be focused on understanding the influence of learner and 

environmental variables across various instructional domains and domain taxonomies (i.e., cognitive, 

affective, psychomotor, and social). 
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INTRODUCTION  

Promoting studentsô learning of cognitive and metacognitive strategies that may generalize across 

domains is increasingly seen as an important component of intelligent tutoring systems (ITSs), especially 

those that support open-ended complex problem solving and decision making. Such open-ended learning 

environments (OELEs) allow learners to make choices in their approach to developing, monitoring, and 

managing their evolving solution paths (Segedy, Kinnebrew & Biswas, 2015). To be successful, learners 

have to become adept at employing cognitive, metacognition and self-regulation processes and strategies 

in developing their solutions (Butler & Winne, 1995; Kinnebrew, Segedy & Biswas, 2016; Zimmerman & 

Schunk, 2001). Such processes and strategies typically encompass information acquisition, situation 

awareness, plan development and refinement taking into account resource limitations and trade-offs, 

solution monitoring, evaluation, and, finally, reflection. 

Research on learning with OELEs has produced mixed results. Students may show large learning gains, 

but may also experience frustration from the inability to manage the complexity of task (Basu & Biswas, 

2016; Segedy, Kinnebrew & Biswas, 2015). Therefore, a key to successful learning in OELEs is 

providing scaffolds and support that is adapted to studentsô proficiency and learning behaviors. Detecting 

studentsô proficiency and learning behaviors is essential to helping them develop effective learning 

strategies (Goldberg & Spain, 2014; Basu & Biswas, 2016). 

In a project supported by the U.S. Army Research Laboratory (ARL), we have been designing a 

metacognitive tutoring framework for the Generalized Intelligent Framework for Tutoring (GIFT), ña 

computer-based tutoring framework to evaluate adaptive tutoring concepts, models, authoring 

capabilities, and instructional strategies across various populations, training tasks and conditionsò 

(Goldberg & Cannon-Bowers 2013; Sottilare, et al. 2012; Sottilare & Holden 2013). GIFT provides three 

primary services for instructional system designers and developers: (1) tools that support authoring of 

tutoring system content, which includes domain concepts and remedial instruction modules, (2) 

management of instructional processes that emulate the practices of human tutors, and (3) an assessment 

methodology to evaluate the effectiveness of the tutoring system and its components (Sottilare et al., 

2012). Our goal is to extend the domain knowledge module to include metacognitive and self-regulation 

processes and strategies, and develop methods for parsing and analyzing learnersô action sequences within 

a training environment to derive their learning behaviors and map them onto known processes and 

strategies. We will also extend the learner modeling in GIFT to capture a more continual and fine-grained 

assessments of learnersô capabilities, and then use these assessments to provide adaptive scaffolding and 

feedback to learners as they work on their problem-solving tasks. 

In this paper, we present our work on modeling students learning about counterinsurgency (COIN) 

operations with UrbanSim (McAlinden, et al., 2009), a turn-based game environment, where users take on 

the role of a battalion commander to deal with fictional counterinsurgency scenarios. We track student 

problem solving and analyze student performance using the extensions of the GIFT tracking and learner 

modeling capabilities that we are implementing to develop metacognitive tutoring in GIFT. The analysis 

of turn-by-turn student performance is a first step toward analyzing studentsô metacognitive and problem-
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solving processes. The data we analyze in this paper are data logged by UrbanSim collected in a study 

conducted with Reserve Officersô Training Corps (ROTC) officers-in-training at a major U.S. University. 

We analyze studentsô operations in the context of the state of the simulation. We present our analysis 

methods, and discuss how the results will help us define learner models that capture students cognitive 

and metacognitive processes. 

COUNTERINSURGENCY 

Understanding of COIN doctrine and strategies supported in UrbanSim are critical to successful problem-

solving abilities and performance in UrbanSim. Counterinsurgency is the comprehensive civilian and 

military efforts designed to simultaneously defeat and contain insurgencies and address their root causes. 

Legitimacy ï fostering effective governance by a legitimate government ï is its main objective. COIN 

operations, therefore, aims to defeat insurgents while also working with local political and religious 

leaders to increase population support, separate (to protect) the population from insurgents, and ultimately 

install host nation (HN) governance that promotes self-sufficiency and economic growth.  

As HN security forces often have insufficient capabilities to defeat the insurgents, coalition forces may 

initially shoulder the burden of being the primary counterinsurgents. The overall approach is governed by 

a stated Army doctrine called Clear-Hold-Build (CHB). Operations are conducted to engage and flush out 

insurgents in the Clear phase, clamp down and prevent insurgent activity in the Hold phase, and address 

some of the root causes of the insurgency and promote self-governance and economic viability in the 

Build phase. 

CHB offers a broad guideline of how to conduct operations, and the following two variations are 

examples of specific guidelines on how these strategies may be executed. The Inkblot strategy is designed 

to enable the effective execution of CHB in large areas with limited assets. The strategy consists of 

establishing a home base in a friendly region, and then Clear and Hold regions that are adjacent to it. In 

the Search & Destroy strategy insurgents are actively sought out and engaged. This ñhardò approach 

contrasts with a ñsoftò approaches that COIN suggests, designed to turn the population against an 

insurgency by satisfying the populations needs. 

THE URBANSIM LEARNIN G ENVIRONMENT  

UrbanSim (McAlinden et al., 2009), shown in Figure 1, is a turn-based simulation environment in which 

users assume command of a COIN operation in a region of a fictional Middle-Eastern country. Users have 

access to information that includes Intelligence reports (situation reports [SITREPs], significant activities 

[SIGACTs]), Information on the operational environment of each region (political, military, economic, 

social, information, infrastructure [PMESII]); Progress in increasing population support and the primary 

lines of effort (LOEs): improving civil security, governance, economic stability, HN security forces 

readiness, developing essential services, and cooperating with the local population; and Causal Effects of 

operations and events on population support, LOEs, and PMESII. 

The LOEs are intended to support planning operations that link multiple tasks to focus effort toward 

establishing operational and strategic conditions. Users have a limited amount of resources at their 

command to perform COIN operations, which have to be directed toward making progress along the 

specified LOEs. Operations are conducted as fragmentary orders (FRAGOS) to available units (e.g., E 

Company B ï E CO b) in the Synch Matrix (Figure 1, lower left). Once committed, the simulation 

executes the orders and models their effects on the regions of operation in the scenario. During this phase, 

additional events caused by other agents (e.g., the insurgents, the local population) can occur (e.g., the 
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detonation of an improvised explosive device [IED]). The combination of all activities may result in net 

changes to key values. 

 

 

Figure 1. UrbanSim: city map; Synch Matrix (lower left), LOE values (lower right); and  

SITREPs, SIGACTs (left border), Intel Officers S2, S3 (right border) 

Students in UrbanSim conduct operations as a surrogate for the Battalion Commander (BN). The BN 

analyzes the area of operation (AO) with respect to the stated mission (defined by the Brigade [BDE] 

Commander), decides on the allocation of resources (by proxy through the player), and assesses progress 

toward achieving the mission goals. The analysis of an AO is expressed and displayed as a set of 

interrelated PMESII variables. The role of PMESII values is to organize and aggregate the information 

received during COIN operations to understand the consequences of previous operations, and assist in 

planning of subsequent operations. Interpreting PMESII values is a key competence of commanders, and 

COIN operations are decided and justified in relation to these values, and other intelligence information 

that may be become available.  

UNDERSTANDING STUDENT ACTIONS  

A Framework to Infer Metacognitive Skills 

To represent student proficiency in domain-specific strategies and their more general cognitive and 

metacognitive counterparts, we have developed a task model hierarchy that contains a set of cognitive 

processes that are directly linked to the interpretation of relevant tasks that can be performed in the 

domain of operations, shown in Figure 2. The cognitive processes are themselves linked to strategic 

competencies (when should this action be executed and what are the expected consequences) that experts 

see as basic requirements in COIN operations. In UrbanSim, they include domain/task-specific actions, 

such as conducting CHB operations, a user action that links up to the more domain-general task of 

Solution Construction (SC). Studentsô View actions involve clicking on an interface item to display a page 

with information on individuals or groups, and clicking on items to view pop ups that provide information 

on PMESII values and results of intelligence gathering. These actions are linked to Information 
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Acquisition and Interpretation Actions (IAIs). Studentsô Analysis actions involve opening pages with 

causal graphs presenting effect relations (increase, decrease) between operations or events and population 

support, LOEs, and PMESII, an action linked to solution assessment (SA). 

 

 

Figure 2: the UrbanSim task model (abbreviation: óPSô is Population Support) 

To advance our work on inferring metacognitive processes, we make the assumption that in this complex 

game-playing environment, good performance must require metacognitive awareness, therefore, 

metacognitive awareness can be inferred from studentsô performance. For effective problem solving, 

students need to employ metacognitive processes to maintain appropriate awareness. Metacognitive 

awareness directly influences the selection of operations: operations that advance the problem solutions 

are those that are conducted after the situation up to that point has been analyzed in terms of current state, 

and current and past trends. This requires assessing the effect of prior solution moves in terms of PMESII 

and LOE values and how they have changed over time, studying causal maps when available, and by 

incorporating the prediction of future game states.  

Inferring Cognitive Skills and Domain-Specific Strategies 

To track performance and make inferences on studentsô strategies, we distinguish between (1) 

performance values (e.g., LOE scores) and game state variables (e.g., number of turns completed), which 

we leverage to infer (2) more general structures directing behavior. These structures represent domain-

specific strategies, such as implementations of aspects of the CHB doctrine. The concepts representing 

domain-specific strategies were compiled by interviewing ROTC officers with expertise in COIN, and 

analyzing video and audio records of studentôs working with UrbanSim. We thus obtained concepts to 

represent learnersô common strategies/approaches as well as normative strategies that are seen by experts 

as basic requirements in COIN operations. The concepts at this level also represent strategies that are 

relevant in but not exclusive for COIN operations, such as situation awareness that involves seeking and 

interpreting information in the environment, dealing with trade-offs, and balancing negative and positive 

effects in a set of operations. 

The analysis involves instantiating parameters (e.g., PMESII values) representing performance and make 

inferences on studentsô use of processes and strategies. Inferences on strategies are made by aggregating 

information made available in the UrbanSim logs from a small set of lower-level parameters and 

Info. 
Acquisition  

Identify 
Info.  

 

Interpr
et Info.  

Interpret Info. 
for 

assessment 

SIGACTs 
SITREPs 

Solution 
Construction  

Apply 
interpretation  

Solution 
Assessment 

Infer Correct/Incorrect 
Solution Components  

On 
insurgent 
reactions  

On LOEs, 
PMESII, PS 

Align FRAGOs to 
Mission Goals, PS, 

LOEs, PMESII 

Choose 
Prioritie

s 

Anticipat
e effects 

On Mission 
Goals 



Proceedings of the 4th Annual GIFT Users Symposium (GIFTSym4) 

19 
 

concepts. More formally, we leverage relations of dependency between processes and strategies, and 

performance values. However, this is not an easy task in the UrbanSim environment. This is primarily 

because UrbanSim does not keep a record of all of the information the user views. For example, 

UrbanSim records when students opens a page with a causal graph; however, the activation of the 

PMESII overlay is not logged. Therefore, the inferences we make are necessarily incomplete and 

uncertain. 

An example of an instantiation of a strategy is the detection of CHB: by analyzing the PMESII values of 

all regions over a few turns, we obtain the number of regions in the Clear, Hold or Build phase, thus 

measuring studentsô ability to conduct operations aligned with CHB. In turn, when CHB is detected as a 

strategy, inferences on studentsô analysis of PMESII values can be made. 

Tracking Performance and Detecting Strategies 

At each turn, we leverage log data to detect studentsô performance and strategies by computing the values 

of the metrics presented now. 

CHB Strategy: Once students have obtained and analyzed information, they are expected to conduct 

operations in line with that CHB strategy. PMESII analyses, and especially the M value (representing the 

degree of military control over a region), play a particularly important role in executing the strategy. We 

detect whether studentsô follow the CHB strategy by counting the number of regions in the Clear, Hold or 

Build phase at each turn. If students execute CHB consistently and appropriate to a regionôs PMESII 

value, the number of Clear regions will decline, and the number of Hold and Build regions will increase. 

Inkblot strategy: InkblotMatch is the sum of values representing the distance of a region where an 

operation is conducted from a óhome baseô (chosen by the students to be a base from which to fan out into 

adjacent regions). It is computed on values assigned to regions representing the distance to the home base. 

The values range from 0 (the óhome baseô) to 0.5 (the value of the region that is farthest from and that 

student normally select as the last region to conduct operations in).  

Search & Destroy Strategy: S&DMatch is a measure of a óhardô approach to Clear. The strategy is 

conducted by searching for and flushing out insurgents, and attacking them. S&DMatch is calculated by 

summing the number of óaggressiveô operations at each turn. These operations are: Cordon & Search, 

Patrol, Attack, Dispatch, Arrest, Seize, and Checkpoint. 

Lines of Effort: the trend of the LOEs at each turn is tracked to obtain a measure of studentsô adherence to 

the Brigade Commanderôs intent. 

Population Support: Population Support is logged as for, against, and neutral percentages, adding up to 

100%. It is the key measure to assess student performance. UrbanSim scores performance at the end of 

the game with the formula: (for * 2) + neutral ï against.  

Ineffectiveness: the measure represents studentsô ability to select maximally effective operations, given 

the PMESII values of a region. The measure is the sum of ineffectiveness values for all operations in a 

turn. Ineffectiveness of an individual operation is calculated by summing its effect on 4 PMESII values 

(Military, Information, Social and Economic) and identifying the maximally effective operation. 

Ineffectiveness is the difference between the sum of effects of the conducted operation, and the sum of 

effects of the maximally effective operation. The calculation of the effect is weighted by the magnitude of 

PMESII values. 
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Events: The measure EventMatch is the sum of the number of responses to events at a turn. Events are 

reported in SIGACTs or SITREPs, or can be found by comparing the map of a current turn with the map 

of the previous turn (e.g. discovery of a hostile group). EventMatch is the sum of responses to events by 

turn. 

Mission Goals: The Mission Description of the scenario explicitly requires the achievement of three 

specific mission goals: 1) increase the support of the townôs Mayor; 2) prevent the influx of insurgents 

from the Mountains in the North, hence secure the Northern area and 3) repair the airport to facilitate the 

movement of personnel and goods. The measure MissionGoalsMatch is the sum of the number of 

operations at each turn conducted to further the specific mission goals. 

STUDY 

This is a study involving a novice population.  UrbanSim has the player assume the role of a Battalion 

Commander.  However, there is a significant experience and training gap between the player, and the role 

they are expected to play.  That is, a Battalion Commander is an Officer with 18-20 years of experience 

and high-level training, whereas an ROTC Cadet has only several months of low-level training and no 

operational experience. 

Aim and Method 

In the past 2 years we have conducted four studies with ROTC students. We paired students to obtain 

verbal data from which to infer studentsô strategies and metacognitive behavior. Groups worked at a 

single computer with one student controlling the mouse. Talk and behavior (e.g., attention to a part of the 

map) is recorded as audio-video data from web-cams synced to a screen capture video. Data from 12 

groups were obtained. 

We conducted a qualitative analysis from which we developed summary accounts of studentsô strategies, 

and their attention to and processing of information. We extracted studentsô motivations to conduct 

operations and the information they attended from verbal data. Summary accounts are leveraged to 

validate computational techniques we developed for the automated detection of strategies, approaches, 

and analysis of information. 

In this paper, we present summary accounts and quantitative results of two groups chosen because they 

differ markedly in strategies and information analysis, but also demonstrate some similarities. Thus, we 

illustrate how quantitative analyses discriminate between groups that follow CHB vs. those who donôt; 

differ in their attention to values (focus on PMESII vs. on LOE); differ in situational awareness 

(responsive vs. not responsive to events); and how the analyses detect similarities in failing to integrate 

population support values in analysis and prediction. 

Data Analysis and Interpretation 

Group 1 

Group 1 consists of two senior ROTC students (one male, one female). The group analyzes the map 

thoroughly and chooses to conduct operations in line with the Inkblot strategy; often discusses the map 

and their strategies before selecting operations; and focuses on region-specific values (PMESII, coalition 

support), the map, and events and pays little attention to LOEs and population support. The group 

occasionally analyzes the effect of operations on a regionôs PMESII values by consulting PMESII trends. 
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The group also conducts operations in line with CHB, and specifically with the Inkblot strategy. In the 

first turn, the group adopts a ñsoftò approach, but then decides to rely on a Search & Destroy approach in 

response to several violent events. Throughout all turns the group follows the Inkblot strategy when assets 

are available. We detect a good execution of CHB and an above average mean value of Inkblot (Figure 3, 

left). The group responds to all events. Students only very rarely motivate the choice of operations to 

increase population support; and very rarely select operations by considering LOE scores. We detect a 

low performance in Population Support, an average performance in increasing LOEs, and an average 

performance in choosing the most effective operations (Figure 3, right). 

 

 

Figure 3 (left). Inkblot Scores of Group 1; Figure 4 (right). Ineffectiveness Value of Group 1, and Average 

Inferences on Cognitive and Metacognitive Skills  

Group 1 obtains high scores for CHB and Inkblot, but an average Ineffectiveness score, suggesting that 

that students are skilled in executing directives, but donôt conduct systematic analyses on operation 

effects. Average LOE scores, a low Population Support score, and a high Events score suggest that the 

group focuses primarily on responding to events, and takes into account PMESII scores when conducting 

operations. These inferences are supported by the analysis of studentsô talk: students justify operations to 

execute Inkblot and react to events, leaving few assets available for operations that could increase 

Population Support. 

Table 1 exemplifies the result of inference processes from primary data (e.g., the list of operations 

selected at each turn) or data computed on primary data (e.g., CHB score) to cognitive skills and 

metacognitive activities student may or may not have carried out.  

Table 1. Inferences on primary or aggregated data of group 1. Bulleted items are alternative inferences. 

Values and value patterns Inferences 

High CHB and Inkblot Skilled in CHB and Inkblot 

Able to interpret PMESII 

Average Ineffectiveness - Moderate analysis of PMESII  

- Little analysis of operation effects 

High Events Attention to map, SIGACTs and SITREPs 

Low Population Support, low high-priority LOEs, 

average Ineffectiveness,  

- Persistence on approach or strategy 

- Little analysis of operation effects 
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Group 2 

Group 2 consists of two male senior ROTC students. Also this group analyzes the map thoroughly and 

decides to implement the Inkblot strategy. However, the group doesnôt analyze PMESII values before 

conducting operations. Rather, in many regions, the students conduct one security operation followed by a 

Recruitment operation to ñhand over security of HN Forcesò. The students consider LOE scores, but pay 

little attention to population support. They respond to events infrequently. We detect a mean 

Ineffectiveness value that is significantly above average (t = 2.69, p = 0.015; see Figure 5, right), and 

below average performances in Inkblot (Figure 5, left) and in Population Support. 

 

Figure 4 (left). Inkblot score of group 2 over 9 turns; (right)  ineffectiveness value  

of group 2 over 9 turns, and average 

Inferences on Cognitive and Metacognitive Skills 

Group 2 obtains low scores in all metrics, except for Civil Security and HN Security Forces. We could not 

detect a strategy. The group also scores high on Ineffectiveness. Events score is average. Based only on 

quantitative data, the following explanations are possible: (1) students donôt develop a strategy, (2) they 

have some misunderstandings on which operations are Clear, Hold, or Build operations, or (3) they donôt 

analyze PMESII values. Figure 6 backs the conclusion that studentsô analysis of PMESII values is below 

average. The analysis of studentsô information acquisition behavior shows that students donôt consult 

causal graphs. We also detect that students repeatedly use the same operation (Recruitment) and advance 

the conclusion that students follow a strategy without adapting it to local values or analyze its effect. 

Table 2. Inferences on primary or aggregated data of group 2. Bulleted items are alternative inferences. 

Values Inferences 

Low CHB and Inkblot - Decide not to follow CHB or Inkblot 

- Donôt view or unable to interpret PMESII 

- Misunderstandings on which operations are Clear, 

Hold or Build operations 

Low Population Support, low high-priority LOEs, 

high Ineffectiveness 

- Persistence on approach or strategy 

- Misunderstandings of operation effects 

- Little analysis of operation effects 

DISCUSSION AND FUTURE WORK  

Our analyses show that students are often skilled in executing directives, responding to events and 

counter-acting negative trends of one or two key values. Our analyses suggest also that students fail to 
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integrate information and analyses to generate a picture of the operational environment based on the 

assessment of prior solution effects and by incorporating the prediction of future game states. Accounts of 

studentsô justifications of operations reported in the case studies show that before selecting operations 

students typically analyze a single region or value, or they may react to events. Expertise in COIN means, 

however, to be able to conduct operations for local and broader and long-term effects (including 2
nd

 and 

3
rd
 order effects).  

Our analyses have also detected that students frequently hold incomplete knowledge about the effect of 

operations. Small positive effects visible on the value indicators on the map interface appear to be 

sufficient for the students to repeatedly conduct the same operations. The measure of ineffectiveness has 

emerged as central to detect studentsô incomplete knowledge and their inclination to analyze operation 

effects ï a critical metacognitive activity. Discriminating between incomplete knowledge and insufficient 

analysis will allow us to better model the learner in terms of cognitive and metacognitive skills. 

However, our interpretation of studentsô strategies is an indirect inference that is incomplete, in general, 

and necessarily uncertain. This becomes a primary challenge in learner modeling and generating adaptive 

scaffolds. In future work, we will extend and generalize our hierarchical task and corresponding learner 

model to better capture the nuances of students proficiencies and their learning behaviors. In general, this 

hierarchy will include cognitive processes related to the task domain, expressed in domain-specific and 

domain-independent form at the lower levels of the hierarchy, cognitive and metacognitive strategies, 

again expressed in domain-specific and domain-general forms (when applicable) at the middle levels of 

the hierarchy, and metacognitive processes at the highest level of the hierarchy. The reason for including 

both domain-specific and domain-general nodes is that the domain-specific nodes imply the definition of 

detectors that we can design in the training environment to detect and analyze studentsô performance and 

learning and problem-solving behaviors, whereas the domain-general constructs apply across multiple 

training domains. Examples of domain-specific detectors, and their applications to analyzing student 

behaviors, have been illustrated in this paper. Currently, we are in the process of developing these 

detectors in the GIFT system. In future work, we will extend this approach to derive domain-general 

constructs, which will be integrated into the learner model in GIFT. 
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INTRODUCTION  

Determining how to effectively respond to learner affect is important not only in face-to-face learning 

environments (Pekrun, Goetz, Titz & Perry, 2002), but also within the field of intelligent tutoring systems 

(ITSs) (Goldberg et al., 2012). This requires not only tools to accurately identify affect, but also 

developing a suite of accompanying interventions that can respond to learner affect (DôMello, Lehman & 

Graesser, 2011).  

In an effort to help learners regulate their affective states, some computer tutoring systems researchers 

have used interventional feedback messages to motivate the learner through a frustrated state (Robison, 

McQuiggan & Lester, 2009). However, these researchers have noted that where frustration has been 

detected and feedback delivered, learners do not always respond positively to these interventions, but 

rather may react negatively to feedback provided by the system (Robison, McQuiggan & Lester, 2009). 

This has given rise to the need to take a closer examination of the design of motivational feedback 

messages delivered to learners in a frustrated state to determine the most effective approach for 

addressing learner frustration via interventional feedback messages.  

Within this context, then, the gap addressed by this current work is an effort in determining what kind of 

motivational feedback messages delivered within an ITS effectively addresses the affective state of 

frustration within a simulation-based training game and promotes learning gains. Three theories of 

motivation were targeted to design feedback messages: (1) theory of control-value (Pekrun, Elliot & 

Maier, 2006); (2) theory of social identity (Tajfel & Turner, 1979); and (3) theory of self-efficacy 

(Bandura, 1977). These theories are distinct from each other in the way they target either a personôs sense 

of what they value (control-value theory), who they are (social identity theory), and what a person 

believes they can achieve (self-efficacy theory).  

THEORY AND PREVIOUS RESEARCH 

Effectively supporting cognitive performance is increasingly understood to depend on a broader 

understanding of the relationship between affect, motivation, and cognition interactions. Prior research in 

the area of motivation and cognition has demonstrated that the presence of positive motivation enhances 

working memory, memory encoding, decision making, selective attention, response inhibition, and task 

switching (Locke & Braver, 2010). Further, motivational processes associated with affective states have 

been shown to have also had a significant impact on memory, perception, attention, and categorization 

(Harmon-Jones, Gable & Price, 2013).  

Accordingly, this paper discuss the results of a study ran in September 2015 that examined the effect of 

motivational feedback messages delivered to participants playing the serious video game vMedic while 
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participants engaged in a modified Tactical Combat Casualty Care (TC3) course delivered by the 

Generalized Intelligent Framework for Tutoring (GIFT; Sottilare, Brawner, Goldberg & Holden, 2012). 

Using previously published sensor-free detectors of student frustration (Paquette et al., 2015), GIFT 

automatically detected whether students were highly frustrated, and if so, immediately delivered feedback 

messages to motivate the learner to persist in their learning task. 

Sensor-free detectors  

Sensor-free detectors are computational models that automatically detect learnersô affective states from 

their interaction with online learning. For this September 2015 study, we used the sensor-free affect 

detector for frustration developed by Paquette and colleagues (2015), built using log data and Baker 

Rodrigo Ocumpaugh Monitoring Protocol (BROMP) field observations from a previous study conducted 

at West Point (United States Military Academy [USMA]) (September 2013), the same setting as the 

current study. Machine-learning algorithms implemented in the RapidMiner tool were used to identify the 

relationship between features of participantsô interaction and observations of frustration, and a model was 

built that was able to predict when a student was frustrated. The resulting model takes summary features 

of the learnerôs behavior as an input and outputs its confidence that the learner is frustrated (the 

confidence is a probability between 0 and 1). For the purpose of this paperôs interventions, we treat a 

confidence of > 0.5 as evidence that the participant is highly frustrated; values below that are treated as 

not frustrated.  

PROJECT DESIGN  

The experiment used a modified version of the U.S. Armyôs TC3 course on tactical field care and care 

under fire, focusing specifically on hemorrhage control and bleeding. The main study used a pre- and 

post-test, control group design. Conducted on laptops, the tasks of this experiment included a 

demographics questionnaire, a pre-test, the modified TC3 PowerPoint, five scenarios of vMedic, the Short 

Grit Scale Survey (Duckworth & Quinn, 2009), a Presence survey (Witmer & Singer, 1994), and a post-

test.  

Participants completed five scenarios within vMedic: (1) a relatively easy to solve introductory scenario, 

(2) multiple injuries, (3) a no-win situation (referred to as Kobayashi-Maru), (4) multiple injuries again, 

and (5) a second no-win situation. These were sequenced in this manner to elicit the most amount of 

frustration that could be reasonably manipulated without risking complete disengagement from the game.  

There were five conditions in this experiment: (1) control-value motivational feedback messages, (2) 

social identity motivational feedback messages, (3) self-efficacy motivational messages, (4) non-

motivational feedback message condition ï factoids related to hemorrhage control and tourniquets 

(control condition 1), and (5) no intervention (full control; control condition 2) (see Appendix).  

In the four message conditions, GIFT used the sensor-free detectors to trigger frustration adaptations. 

Upon the detection of high frustration, a single audio motivational feedback message would be delivered 

to the participant by GIFT. The motivational and non-motivational feedback messages were delivered a 

total of once per scenario.  

The data collected in this experiment included all answers to the questionnaires and surveys, in addition 

to the log files that contained all the data of the experiment and participant interaction ï including system 

detected rates of frustration recorded for each participant. These log files were extracted from GIFT via 

the Event Report Tool, a function within GIFT that exports all data of participants logged into GIFT 

while taking the course/experiment.  
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Participants in the experiment included 141 volunteers from the Corps of Cadets at the USMA in West 

Point, NY. The ages of the participants ranged from 17 to 25. Pre- and post-test measures were collected 

for 141 participants. Out of those, 17 participant log files had a gap in the output where the participant 

either did not have a pre-test or a post-test due to a technical failure, resulting in loss of data. 

Subsequently, these 17 participants were dropped from the data analysis. In total, the final data analysis 

was run on 124 participants (14 females and 110 males) who participated in this study: (1) 26 participants 

in the control-value motivational feedback messages (condition 1), (2) 26 participants in the social 

identity motivational feedback messages (condition 2), (3) 24 participants in the self-efficiency 

motivational messages (condition 3), (4) 25 participants in the non-motivational feedback message 

condition (control condition 1), and (5) 23 participants in the no intervention (full control; control 

condition 2).  

RESULTS 

Analysis of the logs of interventions in vMedic indicated that every participant in a feedback condition 

received a message in every vMedic scenario except for the first. This result was not unexpected as the 

sequence of the vMedic scenarios were designed to have the first scenario be relatively easy to solve, 

thereby not eliciting a high level of frustration.  

The condition with the greatest frequency of system-detected frustration was the no message condition, 

(the full control condition 2), with a mean frequency of 6.70 times that the sensor-free affect detectors 

detected high frustration across all scenarios. The two conditions with the lowest frequencies detected for 

high frustration were the control-value condition (condition 1), with a mean of 6.19 detected high 

frustration events, and the self-efficacy condition (condition 3), with a mean of 6.33 detected high 

frustration events (Figure 1).  

 

 

Figure 1. Mean frequency of system detected frustration by condition and standard error.  

There were no statistically significant differences in the frequency of frustration between conditions, 

F(4,119) = 0.581, p = 0.677. 

To test if there was a statistically significant difference between motivational feedback vs. non-

motivational conditions, a two-way mixed design repeated measures analysis of variance ( rANOVA) 
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design was used to analyze the effect of two independent factors on the dependent variable (tests), where 

one of the factors was the between subjects (condition) and the other was a within-subjects factor (system 

detected frustration). Comparing the motivational conditions (conditions 1, 2, and 3) to the control 

conditions (conditions 4 and 5), when testing for a three-way interaction between tests-frustration-

condition, there was a statistically significant difference in pre-post test scores (rANOVA):                   

F(1, 120) = 5.578, p = 0.020.  ɖp2 = 0.044, power = 0.649.  

Conducting a post-hoc, simple main analysis to investigate the three-way interaction of condition and 

frustration on pre-post test scores, independent pairwise rANOVAôs were run comparing each 

motivational condition separately to each control condition, using the Benjamini-Hochberg
1
 alpha 

adjustment procedure to control for false discovery rate in multiple comparisons (see a summary of 

findings in Table 1).  

  

 

                                                           
1
 The Benjamini-Hochberg procedure is an approach to controlling the false discovery rate in multiple comparisons 

(Benjamini & Hochberg, 1995; Thissen, Steinberg & Kuang, 2002) which is thought to balance between Type I and 

Type II error better than more traditional family-wise error rate tests such as Bonferroni.  
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A statistically significant difference was found between the self-efficacy condition (N = 24) and the non-

motivational feedback control group (N = 25), (rANOVA): F(1, 45) = 9.945, p = 0.003, ɖp2 = 0.181, 

power = 0.870. Using the Benjamini-Hochberg adjusted alpha, these results are still significant: 

p = 0.003 < B-H Ŭ = 0.008.  

Also, there was a statistically significant difference between the self-efficacy condition (N = 24) and the 

no messages control group (N = 23), (rANOVA): F(1, 43) = 7.355, p = 0.010, ɖp2 = 0.146, power 

= 0.755. Again, using the Benjamini-Hochberg adjusted alpha, these results are still significant: 

p = 0.010 < B-H Ŭ = 0.016. No other comparisons were significant when using the Benjamini-Hochberg 

procedure.  

Tests were also conducted to examine the relationship between presence and grit on student learning. 

Taking measures from an administered Presence questionnaire (Witmer & Singer, 1994) and the Short 

Grit Scale (Duckworth & Quinn, 2009), separate two-way mixed design rANOVA analyses were 

conducted examining the effect of presence and grit on student learning. Presence did not have a 

statistically significantly effect size associated with pre-post test scores, (rANOVA): F(1,114) = 1.639, 

p = 0.203, ɖp2 = 0.014, power = 0.246, and no statistically significant interaction was found between 

presence and condition on pre-post test scores, (rANOVA): F(4,114) = 0.162, p = 0.957, ɖp2 = 0.006, 

power = 0.083. 

There was a statistically significant interaction effect of grit by condition and pre-post test scores 

(rANOVA): F(4,114) = 2.903, p = 0.025, ɖp2 = 0.092, power = 0.768. Given this significant interaction, 

an analysis on the simple effects of grit by condition were conducted, running simple main effect analyses 

separately at each level of condition. The results of this simple means analysis showed that grit had a 

statistically significant effect with pre-post test outcomes only within the control-value condition 

(condition 1) F(1, 24) = 7.304, p = 0.012, ɖp2 = 0.233, power = 0.737. However, in examining the 

Benjamini-Hochberg alpha adjustments, the control-value condition marginally misses significance 

p = .012 >B-H Ŭ = 0.01. 

Splitting the data further into high and low grit groups, using the mean grit value of 3.80, a statistically 

significant difference was found between the pre and post tests for low grit participants in the control-

value theory condition (condition 1), (rANOVA): F(1, 25) = 35.000, p = 0.001, ɖp2 = 0.883, 

power = 0.999. After making Benjamini-Hochberg alpha adjustments, the low-grit condition remained 

significant: p = 0.001 < B-H Ŭ = 0.005, and low grit participants in the control-value condition had 

positive pre-post test outcomes, which was different than the high grit participants who did not have 

statistically significant learning. This suggests that the control-value messages had a positive impact on 

participants with low grit scores, perhaps encouraging them to see the value in the experiment or the 

learning activity more broadly. In contrast, for the high grit participants, it seems as if these participants 

might have seen the control-value messages as unnecessary, annoying, or even frustrating ï perhaps 

causing some disengagement with the experiment/learning activity.  

CONCLUSIONS 

In conclusion, the results of this experiment support previous theories and empirical research that have 

recognized the need to identify and address affective states that lead to disengagement in learning 

(DôMello, Lehman & Graesser, 2011), and gives further evidence that providing interventions in the form 

of feedback messages can positively affect the learning of domain content in ITSs (Roll, Aleven, 

McLaren & Koedinger; 2011). We find that self-efficacy based interventions are associated with better 

learning, when controlling for frustration, though they do not specifically reduce frustration themselves.  
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This study also provides further evidence of the complex interaction of affect, motivation, and cognition. 

Specifically, this study illuminates the mediating effect that frustration can bring to bear on learning, and 

provides evidence that through the development of trait-based and situationally grounded motivational 

messages ï and connected to an automated detector that infers student frustration ï positive learning 

outcomes can be enhanced in an intelligent tutoring system platform such as GIFT.  

Future studies should test to see whether older, active members of the U.S. Army would respond 

differently to the existing body of motivational messages employed in this study. Also, to establish 

generalizability of these findings, future research should replicate this study on a more heterogeneous 

population. Lastly, further studies are needed to examine other motivational theory-based designs, as well 

as how other psychological traits interact with frustration and motivation in order to support cognitive 

performance more broadly.   
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Appendix: Feedback Messages 

Condition 1: Control -Value Theory 

1. ñStudies have shown that between 17%ï19% of deaths in Vietnam could have been prevented if 

tourniquets had been used.ò 

2. ñA 2008 study from a hospital in Baghdad found an 87% survival rate with use of tourniquets.ò  

3. ñThere is no room for hesitation or consultation in facial injuries, and quick action (3ï10 minutes) 

is critical to the survival and recovery of injured soldiers.ò 

4. ñThe number one cause of preventable deaths in active shooter events is blood loss, and the best 

way to stop blood loss is to properly apply a tourniquet.ò  

5. ñThe first U.S. casualty to die in the war from enemy fire was a Special Forces Soldier, SFC 

Nathan Chapman, who died during medical air-evacuation on 4 January2002 from isolated limb 

exsanguination without tourniquet use,ò (Kragh et al., 2013) 

Condition 2: Social Identity Theory 

1. ñAs General Maxwell Thurman said, ñMake good things happen for our Army.ò  

2. ñRemember, solder, what General Patton said: An Army is a team. It lives, sleeps, eats, and fights 

as a team.ò 

3. ñEvery single man in this Army plays a vital roleò, said General Patton. ñDonôt ever let up. Every 

man has a job to do and he must do it.ò  

4. ñGeneral MacArthur once said: Duty, Honor, Country, are three hallowed words that dictate what 

you ought to be, what you can be, what you will be.ò  

5. ñGeneral Patton said that the soldier is both a citizen and the Army, and the highest obligation 

and privilege of citizenship is the bearing arms for oneôs country.ò 

Condition 3: Self-Efficacy Theory 

1. ñIn this important combat situation, your best outcomes will be achieved if you persist.ò 

2. ñYou can succeed in this because youôve been trained to succeed under all conditions.ò 

3. ñTell yourself that you will succeed because failure is not an option in this high stakes combat 

zone.ò 

4.  ñDifficult doesnôt mean impossible. It means work harder till your combat mission is achieved.ò 
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5. ñIn all combat situations, success comes from overcoming the things you thought you couldnôt.ò 

Control Condition 1 ï Non-Motivational Feedback Messages 

1. ñBattlefield care emerged in Europe when Post-Revolutionary France established a system of 

prehospital care that included a corps of litter-bearers to remove wounded individuals from the 

battlefield,ò (Chapman et al., 2012). 

2. ñThe modern combat medic has its roots in the American Civil War, when enlisted soldiers 

served as hospital stewards.ò (De Lorenzo, 2001).  

3. ñAs of 10 September 2001, the unreliable, World War IIïera U.S. Army tourniquet was the only 

widely fielded tourniquet in the U.S. military,ò (Kragh et al., 2013).  

4. ñIn 2003, in the farmlands around Fort Bragg, Amanda Westmoreland became a tourniquet maker 

by melting and bending plastic tourniquet components in her living rooms, packaging and 

distributing thousands of assembled tourniquets early in the war against Iraq,ò (Kragh et al., 

2013).  

5. ñThe use of a tourniquet went from a means of last resort to a means of first aid and became the 

prehospital medical breakthrough of the wars in Afghanistan and Iraq,ò (Kragh et al., 2013). 

Control Condition 2:   

No messages 
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INTRODUCTION  

The US Army trains and educates over a half million individuals per year in a course-based, throughput-

oriented system. Much of the Armyôs web-based instruction is in the form of static PowerPoint 

presentations, with little tailoring to individual soldier needs. With the ever-changing landscape of full 

spectrum operations, todayôs soldiers are facing ill-structured problems and have little time for the ideal 

levels of reflection and repetition needed to promote critical thinking, adaptability, and mastery of 

complex skills. Additionally, the current time frame for updating courses (3 to 5 years) does not support 

the modern Armyôs fast-paced learning needs. 

In pursuit of more powerful training tools, the US Army Research Laboratory (ARL) has sponsored 

research resulting in the Generalized Intelligent Framework for Tutoring (GIFT; Sottilare, Brawner, 

Goldberg & Holden, 2012; Sottilare, Holden, Goldberg & Brawner, 2013), an open source architecture to 

lower the skills and time needed to author, deliver, and evaluate adaptive instruction. To enhance the 

content authoring and management capabilities of GIFT and other instructional frameworks, ARL has 

sponsored research into a Social Media Framework (SMF) that enables organizations to crowd-source and 

crowd-vet new learning content and improvements to existing courses.  The research questions we seek to 

answer in our current research include the extent to which the SMF and GIFT can: (a) promote critical 

thinking, collaboration, adaptability, effective communication, and problem solving; (b) help close the 

gap between formal training and operational application of the training to missions in the field; (c) reduce 

the time required to locate and use learning resources; (d) reduce the time required to incorporate 

feedback from the field into formal instruction; and (e) reduce instructor workload, while maximizing the 

efficacy of the instructorôs time. 

BACKGROUND: SOCIAL M EDIA FRAMEWORK  

Previously, we investigated a research-based suite of affordances that support the sharing and vetting of 

information amongst peers. The objectives of the project were to:  identify lessons learned from 

commercial, academic, and US Government applications of social media to knowledge management and 

learning; and consider the unique requirements and constraints of the military learning environment and 

how successful commercial and academic models for learning can be adapted to military applications. 

CURRENT RESEARCH 

Research Objectives 

At a high level, our research aims to investigate the extent to which SMF integrated with GIFT can do the 

following: 
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Å Promote critical thinking, collaboration, adaptability, effective communication, and problem 

solving within adaptive instruction 

Å Help close the gap between formal training and operational application of the training to missions 

in the field 

Å Reduce the time required to locate and use learning content and resources 

Å Reduce the time required to incorporate feedback from the field into formal instruction 

Å Reduce instructor workload, while maximizing the efficacy of the instructorôs time 

Experimental Methodology 

This research project has followed a sequence of overlapping/spiral events, including a literature review 

(ensuring that our proposed research furthers the body of knowledge), an experiential review (hands-on 

examination of existing tools to ensure that the affordances we test are extending the state of the art), test 

bed development (creating the suite of affordances to enable testing of our research hypotheses), and 

quantitative and qualitative research (testing our hypotheses and soliciting feedback from participants). 

Test Bed Architecture 

Prior to the creation of GIFT Cloud, we expanded the SMF to provide a cloud-based, ñheadlessò instance of 

GIFT, allowing multiple users to connect to GIFT across the internet (Figure 1). In this configuration, we 

run server-only instances of GIFT, the Nuxeo content management system (CMS), and ActiveMQ, which 

allow us to provide an entire GIFT instance to multiple users, without the need for dedicated desktop 

systems. 

 

Figure 5. SMF/GIFT Integrated Architecture  
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GIFT was also extended to include a gateway interoperability module that allows connection to a web-

based course player. The course player, suitable for expansion to mobile devices, plays course content 

that automatically generates experience application programming interface (xAPI) statements for tracking 

the learnerôs interactions (Advanced Distributed Learning, 2013). The course content is stored in the 

Nuxeo CMS, which provides revision control mechanisms. A SMF-based front-end allows for simplified 

course creation and management, adding the ability to author an entire web-based course. Using Nuxeo in 

this way allows us to leverage the GIFT toolset, which also uses Nuxeo, to tie the two systems together, 

so that they can share learning assets and access controls. Through the gateway interoperability module, 

the course player communicates to the GIFT Engine for Management of Adaptive Pedagogy (eMAP), 

allowing adaptivity within the course driven by GIFTôs advanced adaptive capabilities. The web-based 

course player includes the ability for courses to collect social media feedback on granular aspects of the 

course (e.g., paragraphs of text, images, videos, etc.). 

Using annotation-style commenting, the feedback is collected and stored within the SMF for crowd-

comment and review after the course is completed. In addition, the GIFT user interface (UI) has been 

modified to allow other GIFT transitions (surveys, learning materials, after action reviews) to collect 

feedback in a similar manner. This feedback is also made available within the SMF for crowd comment 

and interaction. 

Experimental Research 

Our research in social media-enabled learning and knowledge management includes three major phases, 

each with a data collection. In 2015, Data Collection 1 focused on instructional systems designers (ISDs) 

and subject-matter experts (SMEs) using a learning content management system (LCMS) to enter content 

and build a course. Data Collection 2, conducted in summer 2015, involved learners taking the course and 

providing granular feedback about how they think the course can be improved as well as using social 

media tools to discuss the feedback of others. In Data Collection 3 (Spring/Summer 2016), the ISDs and 

SMEs will review the feedback from learners and decide what improvements they will make to the 

course. They will then be able to use the SMF to update and republish the course based on the learner 

feedback. 
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Figure 6. Experimental Research Overview 

This three-part research demonstrates the speed with which experts in the field and fleet could provide 

real-world feedback that could then promptly incorporate changes into the official course by the 

schoolhouse. This addresses key goals within the Army Learning Model (ALM; TRADOC, 2011), which 

seeks, among many other goals, to include the ever-evolving knowledge from the field into official 

training as quickly as possible. 

Data Collection 1 Procedure 

At the time of this data collection, GIFT ran as a desktop application. Expanding on the existing SMF, a 

cloud-based, ñheadlessò instance of ARL's GIFT platform was created, which allowed GIFT to run 

independently of a specific workstation. Utilizing this configuration, we deployed the GIFT Survey 

Authoring System (SAS) and GIFT Course Authoring Tools (CAT)  through our Apache Tomcat web 

application server. Using nginx to serve the existing SMF and act as a proxy to the GIFT instance on the 

same server, gave the participants the experience of a seamless, consolidated system with Single Sign On 

(SSO) for each subsystem. The experimental test bed was hosted on a dedicated server off site from the 

research location. Each participant received login credentials and used a separate work station in their lab 

to access the test bed through the internet from a standard browser. 

The researchers guided participants through standard tasks involved in creating learning content. The 

participants were encouraged to comment on the experience and compare and contrast it to the tools and 

processes that they typically use as ISDs and SMEs. The session was videotaped to allow for detailed 

analysis afterward. The researchers described the system to the participants as an experimental learning 

content authoring system for the Army and that the long-term goal was to grow the system into a 

powerful tool that is useful to them (and other users) in creating adaptive learning experiences that are 

easy to update. The researchers also noted that having their formative feedback at an early stage would 

help guide development in the direction that's most useful to users. Their data collection experience was 


















































































































































































































