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This book is the fourth in a planned series of books that examine key topics (e.g., learner modeling, instructional strategies, authoring, domain modeling, assessment, impact on learning, and team tutoring) in intelligent tutoring system (ITS) design through the lens of the Generalized Intelligent Framework for Tutoring (GIFT) (Sottilare, Brawner, Goldberg & Holden, 2012; Sottilare, Holden, Goldberg & Brawner, 2013). GIFT is a modular, service-oriented architecture created to reduce the cost and skill required to author ITSs, manage instruction within ITSs, and evaluate the effect of ITS technologies on learning, performance, retention, and transfer.


This introduction begins with a description of tutoring functions, provides a glimpse of domain modeling best practices, and examines the motivation for standards in the design, authoring, instruction, and evaluation of ITS tools and methods. We introduce GIFT design principles and discuss how readers might use this book as a design tool. We begin by examining the major components of ITSs.

### Components and Functions of Intelligent Tutoring Systems

It is generally accepted that an ITS has four major components (Elson-Cook, 1993; Nkambou, Mizoguchi & Bourdeau, 2010; Graesser, Conley & Olney, 2012; Pspotka & Mutter, 2008; Sleeman & Brown, 1982; VanLehn, 2006; Woolf, 2009): the domain model, the student model, the tutoring model, and the user-interface model. GIFT similarly adopts this four-part distinction, but with slightly different corresponding labels (domain module, learner module, pedagogical module, and tutor-user interface) and the addition of the sensor module, which can be viewed as an expansion of the user interface.

1. **The domain model** contains the set of skills, knowledge, and strategies/tactics of the topic being tutored. It normally contains the ideal expert knowledge and also the bugs, mal-rules, and misconceptions that students periodically exhibit.

2. **The learner model** consists of the cognitive, affective, motivational, and other psychological states that evolve during the course of learning. Since learner performance is primarily tracked in the domain model, the learner model is often viewed as an overlay (subset) of the domain model, which changes over the course of tutoring. For example, “knowledge tracing” tracks the learner’s progress from problem to problem and builds a profile of strengths and weaknesses relative to the domain model (Anderson, Corbett, Koedinger & Pelletier, 1995). An ITS may also consider psychological states outside of the domain model that need to be considered as parameters to guide tutoring.

3. **The tutor model** (also known as the pedagogical model or the instructional model) takes the domain and learner models as input and selects tutoring strategies, steps, and actions on what the tutor should do next in the exchange. In mixed-initiative systems, the learners may also take actions, ask questions, or request help (Aleven, McClaren, Roll & Koedinger, 2006; Rus & Graesser, 2009), but the ITS always needs to be ready to decide “what to do next” at any point and this is determined by a tutoring model that captures the researchers’ pedagogical theories.

4. **The user interface** interprets the learner’s contributions through various input media (speech, typing, clicking) and produces output in different media (text, diagrams, animations, agents). In addition to the conventional human-computer interface features, some recent systems have incorporated natural language interaction (Graesser et al., 2012; Johnson & Valente, 2008), speech
recognition (D’Mello, Graesser & King, 2010; Litman, 2013), and the sensing of learner emotions (Baker, D’Mello, Rodrigo & Graesser, 2010; D’Mello & Graesser, 2010; Goldberg, Sottilare, Brawner, Holden, 2011).

The designers of a tutor model must make decisions on each of the various major components in order to create an enhanced learning experience through well-grounded pedagogical strategies (optimal plans for action by the tutor) that are selected based on learner states and traits and that are delivered to the learner as instructional tactics (optimal actions by the tutor). Next, tactics are chosen based on the previously selected strategies and instructional context (the conditions of the training at the time of the instructional decision). This is part of the learning effect model (Sottilare, 2012; Fletcher & Sottilare, 2013; Sottilare, 2013; Sottilare, Ragusa, Hoffman & Goldberg, 2013), which has been updated and described below in more detail in the section titled “Motivations for Intelligent Tutoring System Standards” in this introductory chapter.

Principles of Learning and Instructional Techniques, Strategies, and Tactics

Instructional techniques, strategies, and tactics play a central role in the design of GIFT. Instructional techniques represent instructional best practices and principles from the literature, many of which have yet to be implemented within GIFT at the writing of this volume. Examples of instructional techniques include, but are not limited to, error-sensitive feedback, mastery learning, adaptive spacing and repetition, and fading worked examples. Others are represented in the next section of this introduction. It is anticipated that techniques within GIFT will be implemented as software-based agents where the agent will monitor learner progress and instructional context to determine if best practices (agent policies) have been adhered to or violated. Over time, the agent will learn to enforce agent policies in a manner that optimizes learning and performance.

Some of the best instructional practices (techniques) have yet to be implemented in GIFT, but many instructional strategies and tactics have been implemented. Instructional strategies (plans for action by the tutor) are selected based on changes to the learner’s state (cognitive, affective, physical). If a sufficient change in any learner’s state occurs, this triggers GIFT to select a generic strategy (e.g., provide feedback). The instructional context along with the instructional strategy then triggers the specific selection of an instructional tactic (an action to be taken by the tutor). If the strategy is to “provide feedback,” then the tactic might be to “provide feedback on the error committed during the presentation of instructional concept ‘B’ in the chat window during the next turn.” Tactics detail what is to be done, why, when, and how.

An adaptive, intelligent learning environment needs to select the right instructional strategies at the right time, based on its model of the learner in specific conditions and the learning process in general. Such selections should be taken to maximize deep learning and motivation while minimizing training time and costs.

Motivations for Intelligent Tutoring System Standards

An emphasis on self-regulated learning has highlighted a requirement for point-of-need training in environments where human tutors are either unavailable or impractical. ITSs have been shown to be as effective as expert human tutors (VanLehn, 2011) in one-to-one tutoring in well-defined domains (e.g., mathematics or physics) and significantly better than traditional classroom training environments. ITSs have demonstrated significant promise, but 50 years of research have been unsuccessful in making ITSs ubiquitous in military training or the tool of choice in our educational system. This begs the question: “Why?”
Part of the answer lies in the fact that the availability and use of ITSs have been constrained by their high development costs, their limited reuse, a lack of standards, and their inadequate adaptability to the needs of learners. Educational and training technologies like ITSs are primarily researched and developed in a few key environments: industry, academia, and government including military domains. Each of these environments has its own challenges and design constraints. The application of ITSs to military domains is further hampered by the complex and often ill-defined environments in which the US military operates today. ITSs are often built as domain-specific, unique, one-of-a-kind, largely domain-dependent solutions focused on a single pedagogical strategy (e.g., model tracing or constraint-based approaches) when complex learning domains may require novel or hybrid approaches. Therefore, a modular ITS framework and standards are needed to enhance reuse, support authoring, optimize instructional strategies, and lower the cost and skillset needed for users to adopt ITS solutions for training and education. It was out of this need that the idea for GIFT arose.

GIFT has three primary functions: authoring, instructional management, and evaluation. First, it is a framework for authoring new ITS components, methods, strategies, and whole tutoring systems. Second, GIFT is an instructional manager that integrates selected instructional theory, principles, and strategies for use in ITSs. Finally, GIFT is an experimental testbed used to evaluate the effectiveness and impact of ITS components, tools, and methods. GIFT is based on a learner-centric approach with the goal of improving linkages in the updated adaptive tutoring learning effect model (Figure 1; Sottilare, 2012; Fletcher & Sottilare, 2013; Sottilare, 2013; Sottilare, Ragusa, Hoffman & Goldberg, 2013).

Figure 1. Updated adaptive tutoring learning effect model

A deeper understanding of the learner’s behaviors, traits, and preferences (learner data) collected through performance, physiological and behavioral sensors, and surveys will allow for more accurate evaluation of the learner’s states (e.g., engagement level, confusion, frustration). This will result in a better and more persistent model of the learner. To enhance the adaptability of the ITS, methods are needed to accurately classify learner states (e.g., cognitive, affective, psychomotor, social) and select optimal instructional strategies given the learner’s existing states. A more comprehensive learner model will allow the ITS to adapt more appropriately to address the learner’s needs by changing the instructional strategy (e.g., con-
tent, flow, or feedback). An instructional strategy better aligned to the learner’s needs is more likely to positively influence their learning gains. It is with the goal of optimized learning gains in mind that the design principles for GIFT were formulated.

This version of the learning effect model has been updated to gain understanding of the effect of optimal instructional tactics and instructional context (both part of the domain model) on specific desired outcomes including knowledge and skill acquisition, performance, retention, and transfer of skills from training or tutoring environments to operational contexts (e.g., from practice to application). The feedback loops in Figure 1 have been added to identify tactics as either a change in instructional context or interaction with the learner. This allows the ITS to adapt to the need of the learner. Consequently, the ITS changes over time by reinforcing learning mechanisms.

**GIFT Design Principles**

The GIFT methodology for developing a modular, computer-based tutoring framework for training and education considered major design goals, anticipated uses, and applications. The design process also considered enhancing one-to-one (individual) and one-to-many (collective or team) tutoring experiences beyond the state of practice for ITSs today. A significant focus of the GIFT design was on domain-dependent elements in the domain module only. This is a design tradeoff to foster reuse and allows ITS decisions and actions to be made across any/all domains of instruction.

One design principle adopted in GIFT is that each module should be capable of gathering information from other modules according to the design specification. Designing to this principle resulted in standard message sets and message transmission rules (i.e., request-driven, event-driven, or periodic transmissions). For instance, the pedagogical module is capable of receiving information from the learner module to develop courses of action for future instructional content to be displayed, manage flow and challenge level, and select appropriate feedback. Changes to the learner’s state (e.g., engagement, motivation, or affect) trigger messages to the pedagogical module, which then recommends general courses of action (e.g., ask a question or prompt the learner for more information) to the domain module, which provides a domain-specific intervention (e.g., what is the next step?).

Another design principle adopted within GIFT is the separation of content from the executable code (Patil & Abraham, 2010). Data and data structures are placed within models and libraries, while software processes are programmed into interoperable modules. Efficiency and effectiveness goals (e.g., accelerated learning and enhanced retention) were considered to address the time available for military training and the renewed emphasis on self-regulated learning. An outgrowth of this emphasis on efficiency and effectiveness led Dr. Sottilare to seek external collaboration and guidance. In 2012, ARL with the University of Memphis developed expert workshops of senior tutoring system scientists from academia and government to influence the GIFT design goals moving forward. Expert workshops have been held each year since 2012 resulting in volumes in the Design Recommendations for Intelligent Tutoring Systems series the following year. The learner modeling expert workshop was completed in September 2012 and Volume 1 followed in July 2013. An expert workshop on instructional management was completed in July 2013 and Volume 2 followed in June 2014. The authoring tools expert workshop was completed in June of 2014 and Volume 3 was published in June 2015. The domain modeling expert workshop was held in June 2015, and the assessment expert workshop was held in May 2016. Future expert workshops are planned for team training, and learning effect evaluations.

**Design Goals and Anticipated Uses**

GIFT may be used for a number of purposes, with the primary ones enumerated below:
1. An architectural framework with modular, interchangeable elements and defined relationships to support stand-alone tutoring or guided training if integrated with a training system

2. A set of specifications to guide ITS development

3. A set of exemplars or use cases for GIFT to support authoring, reuse, and ease-of-use

4. A technical platform or testbed for guiding the evaluation, development/refinement of concrete systems

These use cases have been distilled down into the three primary functional areas, or *constructs*: authoring, instructional management, and the recently renamed evaluation construct. Discussed below are the purposes, associated design goals, and anticipated uses for each of the GIFT constructs.

**GIFT Authoring Construct**

The purpose of the GIFT authoring construct is to provide technology (tools and methods) to make it affordable and easier to build ITSs and ITS components. Toward this end, a set of authoring interfaces with backend XML configuration tools continues to be developed to allow for data-driven changes to the design and implementation of GIFT-generated ITSs. The design goals for the GIFT authoring construct have been adapted from Murray (1999, 2003) and Sottilare and Gilbert (2011). The GIFT authoring design goals are as follow:

- Decrease the effort (time, cost, and/or other resources) for authoring and analyzing ITSs by automating authoring processes, developing authoring tools and methods, and developing standards to promote reuse.

- Decrease the skill threshold by tailoring tools for specific disciplines (e.g., instructional designers, training developers, and trainers) to author, analyze, and employ ITS technologies.

- Provide tools to aid designers/authors/trainers/researchers in organizing their knowledge.

- Support (structure, recommend, or enforce) good design principles in pedagogy through user interfaces and other interactions.

- Enable rapid prototyping of ITSs to allow for rapid design/evaluation cycles of prototype capabilities.

- Employ standards to support rapid integration of external training/tutoring environments (e.g., simulators, serious games, slide presentations, transmedia narratives, and other interactive multimedia).

- Develop/exploit common tools and user interfaces to adapt ITS design through data-driven means.

- Promote reuse through domain-independent modules and data structures.

- Leverage open-source solutions to reduce ITS development and sustainment costs.

- Develop interfaces/gateways to widely-used commercial and academic tools (e.g., games, sensors, toolkits, virtual humans).
As a user-centric architecture, anticipated uses for GIFT authoring tools are driven largely by the anticipated users, which include learners, domain experts, instructional system designers, training and tutoring system developers, trainers and teachers, and researchers. In addition to user models and GUIs, GIFT authoring tools include domain-specific knowledge configuration tools, instructional strategy development tools, and a compiler to generate executable ITSs from GIFT components in a variety of formats (e.g., PC, Android, and iPad).

Within GIFT, domain-specific knowledge configuration tools permit authoring of new knowledge elements or reusing existing (stored) knowledge elements. Domain knowledge elements include learning objectives, media, task descriptions, task conditions, standards and measures of success, common misconceptions, feedback library, and a question library, which are informed by instructional system design principles that, in turn, inform concept maps for lessons and whole courses. The task descriptions, task conditions, standards and measures of success, and common misconceptions may be informed by an expert or ideal learner model derived through a task analysis of the behaviors of a highly skilled user. ARL is investigating techniques to automate this expert model development process to reduce the time and cost of developing ITSs. In addition to feedback and questions, supplementary tools are anticipated to author explanations, summaries, examples, analogies, hints, and prompts in support of GIFT’s instructional management construct.

**GIFT Instructional Management Construct**

The purpose of the GIFT instructional management construct is to integrate pedagogical best practices in GIFT-generated ITSs. The modularity of GIFT will also allow GIFT users to extract pedagogical models for use in tutoring/training systems that are not GIFT-generated. GIFT users may also integrate pedagogical models, instructional strategies, or instructional tactics from other tutoring systems into GIFT. The design goals for the GIFT instructional management construct are the following:

- Support ITS instruction for individuals and small teams in local and geographically distributed training environments (e.g., mobile training), and in both well-defined and ill-defined learning domains.
- Provide for comprehensive learner models that incorporate learner states, traits, demographics, and historical data (e.g., performance) to inform ITS decisions to adapt training/tutoring.
- Support low-cost, unobtrusive (passive) methods to sense learner behaviors and physiological measures and use these data along with instructional context to inform models to classify (in near real time) the learner’s states (e.g., cognitive and affective).
- Support both macro-adaptive strategies (adaptation based on pre-training learner traits) and micro-adaptive instructional strategies and tactics (adaptation based learner states and state changes during training).
- Support the consideration of individual differences where they have empirically been documented to be significant influencers of learning outcomes (e.g., knowledge or skill acquisition, retention, and performance).
- Support adaptation (e.g., pace, flow, and challenge level) of the instruction based the domain and learning class (e.g., cognitive learning, affective learning, psychomotor learning, social learning).
- Model appropriate instructional strategies and tactics of expert human tutors to develop a comprehensive pedagogical model.

To support the development of optimized instructional strategies and tactics, GIFT is heavily grounded in learning theory, tutoring theory, and motivational theory. Learning theory applied in GIFT includes conditions of learning and theory of instruction (Gagne, 1985), component display theory (Merrill, Reiser, Ranney & Trafton, 1992), cognitive learning (Anderson & Krathwohl, 2001), affective learning (Krathwohl, Bloom & Masia, 1964; Goleman, 1995), psychomotor learning (Simpson, 1972), and social learning (Sottilare, Holden, Brawner, & Goldberg, 2011; Soller, 2001). Aligning with our goal to model expert human tutors, GIFT considers the intelligent, nurturant, Socratic, progressive, indirect, reflective, and encouraging (INSPIRE) model of tutoring success (Lepper, Drake, & O’Donnell-Johnson, 1997) and the tutoring process defined by Person, Kreuz, Zwaan, and Graesser (1995) in the development of GIFT instructional strategies and tactics.

Human tutoring strategies have been documented by observing tutors with varying levels of expertise. For example, Lepper’s INSPIRE model is an acronym that highlights the seven critical characteristics of successful tutors. Graesser and Person’s (1994) 5-step tutoring frame is a common pattern of the tutor-learner interchange in which the tutor asks a question, the learner answers the question, the tutor gives short feedback on the answer, then the tutor and learner collaboratively improve the quality of (or embellish) the answer, and finally, the tutor evaluates whether the learner understands the answer. Cade, Copeland, Person, and D’Mello (2008) identified a number of tutoring modes used by expert tutors, which hopefully could be integrated with ITS.

As a learner-centric architecture, anticipated uses for GIFT instructional management capabilities include both automated instruction and blended instruction, where human tutors/teachers/trainers use GIFT to support their curriculum objectives. If its design goals are realized, it is anticipated that GIFT will be widely used beyond military training contexts as GIFT users expand the number and type of learning domains and resulting ITS generated using GIFT.

**GIFT Evaluation Construct**

The GIFT Analysis Construct has recently migrated to become the GIFT Evaluation Construct with an emphasis on the evaluation of effect on learning, performance, retention and transfer. The purpose of the GIFT evaluation construct is to allow ITS researchers to experimentally assess and evaluate ITS technologies (ITS components, tools, and methods). The design goals for the GIFT evaluation construct are the following:

- Support the conduct of formative assessments to improve learning.
- Support summative evaluations to gauge the effect of technologies on learning.
- Support assessment of ITS processes to understand how learning is progressing throughout the tutoring process.
- Support evaluation of resulting learning versus stated learning objectives.
- Provide diagnostics to identify areas for improvement within ITS processes.
- Support the ability to comparatively evaluate ITS technologies against traditional tutoring or classroom teaching methods.
• Develop a testbed methodology to support assessments and evaluations (Figure 2).

Figure 2. GIFT evaluation testbed methodology

Figure 2 illustrates an analysis testbed methodology being implemented in GIFT. This methodology was derived from Hanks, Pollack, and Cohen (1993). It supports manipulation of the learner model, instructional strategies, and domain-specific knowledge within GIFT, and may be used to evaluate variables in the adaptive tutoring learning effect model (Sottilare, 2012; Sottilare, Ragusa, Hoffman, & Goldberg, 2013). In developing their testbed methodology, Hanks et al. reviewed four testbed implementations (Tileworld, the Michigan Intelligent Coordination Experiment [MICE], the Phoenix testbed, and Truckworld) for evaluating the performance of artificially intelligent agents. Although agents have changed substantially in complexity during the past 20–25 years, the methods to evaluate their performance have remained markedly similar.

The ARL adaptive training team designed the GIFT analysis testbed based upon Cohen’s assertion (Hanks et al., 1993) that testbeds have three critical roles related to the three phases of research. During the exploratory phase, agent behaviors need to be observed and classified in broad categories. This can be performed in an experimental environment. During the confirmatory phase, the testbed is needed to allow more strict characterizations of agent behavior to test specific hypotheses and compare methodologies. Finally, in order to generalize results, measurement and replication of conditions must be possible. Similarly, the GIFT evaluation methodology (Figure 2) enables the comparison/contrast of ITS elements and assessment of their effect on learning outcomes (e.g., knowledge acquisition, skill acquisition, and retention).

How to Use This Book

This book is organized into three sections:

I. Fundamentals of Domain Modeling

II. Methods of Domain Modeling

III. Applications of Domain Modeling
Section I, Fundamentals of Domain Modeling, describes a variety of approaches to representing the complexity and definition of domains with ITSs. This includes discussion about ontologies, qualitative and ill-defined representations, and methods to map content to skills. Section II, Methods of Domain Modeling, examines methods for understanding and developing domain models including methods to turn static lessons (one size fits all) into adaptive representations (individually tailored domains). Finally, Section III, Applications of Domain Modeling, discusses the variety of tutoring domains and their attributes.

Chapter authors in each section were carefully selected for participation in this project based on their expertise in the field as ITS scientists, developers, and practitioners. Design Recommendations for Intelligent Tutoring Systems: Volume 4 – Domain Modeling is intended to be a design resource as well as a community research resource. Volume 4 can also be of significant benefit as an educational guide for developing ITS scientists, as a roadmap for ITS research opportunities.
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SECTION I

FUNDAMENTALS OF DOMAIN MODELING

Benjamin D. Nye and Xiangen Hu, Ed.
CHAPTER 1 – Conceptualizing and Representing Domains to Guide Tutoring

Benjamin D. Nye¹ and Xiangen Hu²
¹ USC Institute for Creative Technologies, ² University of Memphis

Introduction

Any discussion about intelligent tutoring system (ITS) domains must begin with considering how ITSs conceptualize and represent domains. This process requires building formal, mathematically specifiable operationalization of the often implicit knowledge about learning domains and their pedagogy. Across different domains and pedagogical approaches, a wide variety of methods have been taken: a scope that would be better-covered by an encyclopedia rather than a single book. Since this section could not possibly cover every possible approach to domain modeling, the chapters within this section have instead been chosen to cover a representative range of fundamentally different approaches to domain modeling.

This section focuses primarily on the characteristics of different domain-modeling frameworks that are effective for modeling different aspects of a domain. Each chapter offers insight into a specific fundamental problem for domain modeling:

- What makes a domain ill-defined and how to we model the ill-defined parts of a domain?
- How can skills be mapped onto tasks, starting from guesses and then leveraging empirical data?
- How can knowledge in terms of one system’s domain model be shared with another system?
- How can systems be modeled at the right level of detail to tutor learners?
- How can complex systems with socio-technological interactions be modeled?

These may be thought of as three distinct themes: (1) ill-defined domains, (2) modeling skills and mastery, and (3) models of systems. These cover areas of domain-modeling fundamentals that are both non-trivial (i.e., actively being researched) and occur across a variety of learning domains. That said, gaining a broad understanding of the fundamentals of domain modeling across different ITSs would require not just this volume, but also a number of others that address core concepts. Some recommended supporting resources include Woolf’s (2010) textbook on ITSs for a primer; Aleven, Ashley, Lynch, and Pinkwart’s (2008) workshop proceedings on ill-defined domains, Nkambou, Mizoguchi, and Bourdeau’s (2010) book on ITS designs; and also the three prior volumes in the Generalized Intelligent Framework for Tutoring (GIFT) series (Learner Modeling, Pedagogical Strategies, and Authoring Tools).

Defining a Learning Domain

Before attempting to build any domain model for an ITS, the domain should first be carefully evaluated for ill-defined components. Chapter 2 introduces the principle that no learning domain is wholly well-defined or ill defined, but that there are instead a variety of components that can all be independently well- or ill-defined in specific ways. This chapter also introduces the issue that domain pedagogy (teaching) may be well defined, even when domain expertise (doing) may not be well understood (or vice-versa). After outlining a checklist of components to evaluate to determine what is ill defined (if anything), this chapter presents strategies and solutions to these issues. These strategies include approaches to simplify
the domain, split the domain and model certain parts differently (hybrid tutoring), transform the domain by changing to an alternate representation, and leverage alternative assessments when no objective or criterion-based assessments are available. One core recommendation of this chapter is that GIFT and other generalized ITSs should support alternative assessments (e.g., norm-based measures) that explicitly map to pedagogical interventions that are valid even when no traditional assessment is possible.

**Modeling Skills and Mastery**

After a domain is defined, a key step for any system that recommends tasks is to model the relationship between tasks and skills. Chapter 3 focuses on domain models for student mastery (i.e., how domain content relates to skills and knowledge). Perhaps the most common format for such domain models is the Q-matrix representation that denotes to presence or absence of a particular skill or knowledge component (KC) in a particular item or problem. Rather than being completely data driven from student responses, these techniques start with an expert “guess” of the Q-matrix and refine that guess with student interaction data. This chapter presents an excellent overview of current research on Q-matrices and current data-driven techniques to refine Q-matrices with student data. In addition, the chapter describes cutting-edge work on ensemble methods that achieve state of the art performance by combining multiple Q-matrix refinement algorithms.

Chapter 4 expands the discussion of KCs into a broader consideration about knowledge ontologies, which represent relationships between KCs and also with other entities (e.g., roles, contexts, tasks, etc.). The focus of this chapter is on approaches to align ontologies and map knowledge in terms one ontology into another. As students use more ITSs, sharing knowledge between systems is increasingly important. Types of data that can be used to map between different domain ontologies are discussed, which include ontology labels (string or semantic similarity between the labels in the ontologies), topographical structure (similarity in the links and relationships between entities in ontologies), task outcome distributions (comparing how summative performance on tasks are interpreted in terms of each ontology), and task process events (comparing how the steps of each task are interpreted by each ontology, such as specific misconceptions). The approach of using richer process data on tasks is a novel approach for the field of ITS, and one that is likely to be used by many future systems.

**Models of Systems**

The level of analysis and scope of a domain model must also be considered when developing an ITS. Chapter 5 explores models for qualitative reasoning (QR), which are designed to model the relationships, causality, and inferences of domain. Key advantages for these models are noted, such as the ability to model domain relationships separately from the model of a specific task. The elements of a QR model are outlined, which include the component ontology (types of things), the process ontology (types of relationships or interactions), and quantities (fluents that represent a given value over time). The ability for these models to represent and tutor causal relationships is discussed. Different types of QR models are also discussed, such as within-state reasoning (e.g., concept maps), multistate qualitative simulations (e.g., discrete-state dynamical systems), and hybrid quantitative/qualitative simulations (e.g., a QR model that is an abstraction of a numerical simulation). This chapter highlights a key capability of QR domain models to help map new learning domains onto students’ everyday knowledge, across a range of domains from water cycles to space exploration.

Chapter 6 explores the capabilities of workflow models to model the domain supported by an ITS. Workflow models are designed to represent socio-technological systems, where people and systems hold certain roles and participate in interactions over time. These models can be used to model causality and deci-
sion making in systems, as well as to model faulty or bounded decision making (e.g., acting with insufficient information or costs to gather information). An example application of these approaches to modeling military tactical air operations for a team of jet fighters is presented, which highlights the distinct capabilities of workflows to model complex and dynamically changing systems. As ITS increasingly move into socio-cultural and socio-technological domains, workflows, and other models that capture human capabilities and limitations will be increasingly important.

**Final Thoughts**

The core insight behind any ITS domain modeling effort must be “essentially, all models are wrong, but some are useful” (Box & Draper, p. 424). As compared to statistics, this holds doubly true for a tutoring system: the ability of the model to be able to complete domain problems and make accurate predictions or any other capability is only useful insofar as it helps the learner. Failing to understand this fundamental issue can very easily lead to unproductive efforts to develop ideal models of the systems or knowledge that the learner needs to know, but that are inefficient (e.g., too hard to author) or ineffective (e.g., not useful for adaptation or interaction with the user) for actually helping a novice or journeyman master the material. It is for this reason that so many domain-modeling approaches exist: they tend to be optimized to the domain and pedagogical strategies of an ITS that is tutoring the domain.

As seen across these chapters, having multiple models of the same system is not necessarily a liability. For example, for ill-defined domains (as noted in Chapter 2), different aspects of the domain must be modeled and tutored differently. Likewise, qualitative reasoning models remove unnecessary precision or calculations, enabling the ITS to focus on general principles and dynamics (Chapter 5). Even in well-defined domains where knowledge components can be readily extracted based on data (Chapter 3), models may go through many iterations to optimize the goal of measuring and optimizing learning. While in the past, this has led to problems in sharing data between systems, research on methods to efficiently align ontologies between different ITS should eventually allow communicating inferences between systems even if they model their domain and knowledge differently (Chapter 4). More generally, the efficiencies from reuse of domain models across learning tasks must be balanced against the alternative of specialized domain models, even if those specialized models need mappings to interoperate meaningfully.

So then, while standards for representing and exchanging domain models and knowledge can still be effective tools (e.g., leveraging an existing ontology, expert system, or simulation), ITS designers must also consider when it is valuable to develop an alternative model that is more efficient for a given tutoring context. This tension is particularly relevant to a framework such as GIFT, which targets generalized and domain-agnostic tutoring. In the long term, being able to build and consume different types of domain models will be important for the growth of the ITS ecosystem. This growth will ultimately require methods to make useful inferences on data drawn from a variety of models (e.g., different models, integrated through the exchange and alignment of recorded learner data and domain model inferences). As such, while domain modeling has traditionally been a difficult field for standardization, there should be a light at the end of the tunnel where models may eventually be both non-standard (e.g., designed pragmatically for system-specific inferences), but automated algorithms analyze and collate data into standardized forms that support useful adaptation to the learner (Q-Matrices, ontologies).
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Introduction

Attempts to define ill-defined domains in intelligent tutoring system (ITS) research has been approached a number of times (Fournier-Viger, Nkambou & Nguifo, 2010; Lynch, Ashley, Pinkwart & Aleven, 2009; Mitrovic & Weerasinghe, 2009; Jacovina, Snow, Dai & McNamara, 2015; Woods, Stensrud, Wray, Haley & Jones, 2015). Related research has tried to determine levels of ill-definedness for a domain (Le, Loll & Pinkwart, 2013). Despite such attempts, the field has not yet converged on common guidelines to distinguish between well- versus ill-defined domains. We argue that such guidelines struggle to converge because a domain is too large to meaningfully categorize: every domain contains a mixture of well- and ill-defined tasks. While the co-existence of well- and ill-defined tasks in a single domain is nearly universally agreed upon by researchers, this key point is often quickly buried by an extensive discussion about what makes certain domain tasks ill defined (e.g., disagreement about ideal solutions, multiple solution paths).

In this chapter, we first take a step back to consider what is meant by a domain in the context of learning. Next, based on this definition, we map out the components that are in a learning domain, since each component may have ill-defined parts. This leads into a discussion about the strategies that have been used to make ill-defined domains tractable for certain types of pedagogy. Examples of ITS research that applies these strategies are noted. Finally, we conclude with practical how-to considerations and open research questions for approaching ill-defined domains.

This chapter should be considered a companion piece to our chapter in the prior volume of this series (Nye, Goldberg & Hu, 2015). This chapter focuses on how to understand and transform ill-defined parts of domains, while the prior chapter discusses commonly used learning tasks and authoring approaches for both well- and ill-defined tasks. As such, this chapter is intended to help the learner understand if and how different parts of the domain are ill defined (and what to do about them). The companion piece in the authoring tools volume discusses different categories of well- and ill-defined tasks from the standpoint of attempting to author and maintain an ITS.

What is a Learning Domain?

It is easy to think of examples of domains (e.g., math, writing, physics, accounting), but harder to find examples of precise definitions of why certain topics are considered learning domains while other topics are typically not (e.g., fire, hearing, the universe). This implies that domains tend to be defined bottom-up, as clusters of knowledge, skills, and tasks that co-occur, either in educational (e.g., curricula) and/or vocational (e.g., expert skillsets) contexts. Treating domains as clusters of knowledge, the boundaries of such clusters would be well defined when their connections and dependencies to knowledge within that domain are much denser than to knowledge considered outside of that domain (i.e., distinct boundaries). So then, a domain can be considered as a set of things that do the following:
(1) Define an expert in some field (e.g., expertise). This view is useful from a training standpoint, where a domain is modeled after an archetypal expert. This connects strongly with assessment literature, in that most assessments attempt to discriminate between novices and experts (Alexander, 1992); or

(2) Are commonly taught together (e.g., pedagogy for an academic discipline). This view is useful for communicating about learning and accommodates knowledge and skills that might underlie a wide range of specializations (e.g., such as reading).

Subject-matter domains appear to be descriptive in nature: learning objectives, tasks, knowledge, and skills are grouped into domains due to either the history of academic disciplines (e.g., how we know to teach it) or the broader societal context (i.e., how we know to use it). While some of these differences appear to be due to relationships between knowledge (e.g., despite being a strong prerequisite for physics, the domain of math is considered separate from physics, since many other domains use math but not physics), others are probably path-dependent historical artifacts (i.e., just how we have always done it).

From a beginning learner’s standpoint, any domain may be perceived as poorly defined because its features, rules, and guiding principles are unknown. This is also the first stage of forming a domain from a societal standpoint, since all domains initially begin without experts. In this very beginning phase, the domain is not ill defined (e.g., lack of agreement) but undefined (e.g., not even specified at a level to ground a discussion). From this stage, an understanding of the domain evolves and causes it to become distinct from other domains (useful for categorization), and also enables identifying patterns that are useful to achieve outcomes that are valued within that domain. In this way, society’s defining and understanding of a domain must follow phases similar to those of a beginning learner. Initially, some learners “ad-lib” since there are either no formal rules or guiding principles for a domain, or the learner is unaware of them. For example, dancing may appear to be an ill-defined domain to a teenager on a dance floor for the first time, but is well defined for a professional dancer in a Broadway play or a ballerina in a ballet production. The differences in perception of the definition of a domain may rest in the learner’s familiarity with successful and unsuccessful models of performance, their capabilities to implement a successful model (e.g., talent), their degree of preparation invested to perform well on a consistent basis (e.g., practice), and also a societal agreement about what success means in that domain (e.g., goals).

Starting from an initial lack of structure, domains gain definition and value from their ability to transfer learning, either from one person to another (e.g., pedagogy, communication) or from one task to another (e.g., leveraging similarities between domains). Starting from an initial state where exploration is arbitrary or random, several theories of how to be successful in that domain will tend to emerge. In other words, learners may have several paths to successful performance but lack consensus on a single best methodology. Over time, the more successful methods should win out and continue (i.e., memetic competition with survival of the fittest). Eventually, a limited set of methods may become popular both because they are effective and because they are sufficiently simple to be shared with the masses. This leads to a convergence and ultimately to well-defined domains (e.g., ones with high levels of agreement). However, complex solutions with higher levels of performance may not have this same level of consensus.

For example, in the 1860s when the game of baseball was evolving, nearly every batter had a different approach to hitting the ball. Some were more successful than others, such as choking up on the bat (shortening it) to increase their bat speed when facing a pitcher who threw very fast. Over time, the task of hitting a baseball went from “undefined” (lacking any rules or principles) to “ill-defined” (e.g., lacking agreement, the domain changed faster than consensus was reached, or the domain changed due to learning about it, such as in some game-theoretic domains). In baseball, part of the problem was that some people defined paths to success and could perform well using these models, but most people could not: players’ strategies interacted with their physical capabilities, as well as game-theoretic considerations (e.g., chang-
ing your hitting would change how opponents reacted). This is still true today. While there is consensus on what some elements of what makes a successful baseball hitter, professional hitters still have a variety of strategies and conceptualizations for this process. Hitting instructors model some critical behaviors that are necessary to successfully hit a baseball, but training is limited by the fact that reaction times must be fast (e.g., strategies must be trained until nearly automatic, making them mostly mutually exclusive), that different players’ athletic talents may be better-suited for certain approaches, and that the performance domain adapts to them (e.g., pitching opponents react to changes in approach). These factors combine to form a domain where the goals are well defined, but the key knowledge to teach varies based on both individual and contextual factors that vary over time.

The distinction between expertise and pedagogy is important when conceptualizing ill-defined domains. A domain is typically considered to be ill defined because the expertise required to do the tasks is unclear. However, from an instructional standpoint, the pedagogical practices and tools to teach the domain might also be unclear (i.e., ill-defined domain pedagogy). This distinction is the difference between domain knowledge (how to do tasks) and pedagogical domain knowledge (how to teach doing those tasks). The purpose of an ITS (and instruction in general) is to reach learning objectives by applying pedagogical domain knowledge to support a learner in developing domain knowledge.

Well-defined expertise implies the ability to design well-defined pedagogy, but ill-defined aspects of expertise might not necessarily imply ill-defined pedagogy. When domain expertise is well defined, one or more instructional frameworks are typically also well defined. Whenever at least one framework is known to be effective, we would typically consider the domain pedagogy to be reasonably well defined. On the other hand, while cultural competency is poorly defined as expertise, cultural immersion through living in a culture is considered to be highly effective for learning. While pedagogy typically builds on understanding the expertise for a domain, there are other interventions that are general because they either based on human cognition (e.g., affective support) or basic principles of learning (e.g., time on task increases learning). That said, it is possible to imagine or build “trick domains,” where near-universal pedagogy fails (e.g., ones where the more time you spend training, the less you know, by rewarding habits that are counterproductive in the long term). However, these are not domains that are actually taught in practice. This raises the final point about domains: while there are many components that can be ill defined, there are fewer that are ill defined for domains that we care about tutoring. As such, it is important to consider that while some ill-defined components of domains may be challenges to overcome through better ITS design, others may be red flags that a domain may not yet be mature or that the domain is framed in terms that become outdated faster than they can be trained.

In summary, we posit the following points that underpin our discussion of ill-defined domains:

- Nearly all domains have a mixture of well- and ill-defined components.
- ITS design for domains can be ill defined due to components of either domain expertise or its pedagogy.
- The range of ill-defined domains is restricted due to the nature of the domains that are desirable to train.
- With those premises stated, we can then attempt to identify components that make up a learning domain and how they can be ill defined.
What are the (Ill-Defined) Components of a Domain?

ITSs can be designed based on either the behavior of domain experts or based on the practices of teachers and other instructional experts. In both cases, a domain is primarily specified in terms of the set of tasks that a person or group performs (Nye, Goldberg & Hu, 2015). Multiple domains may share the same tasks, though those tasks may have different relationships with each other within one domain versus another. Such relationships might be temporal (e.g., prerequisites) or part-whole (e.g., subtasks), or include other types of interactions.

The tasks in a domain can be framed using Markov decision processes (MDPs; Bellman, 1957), in that they can be assumed to have states, actions, and transition probabilities between states based on the actions performed. Both states and actions are constructs, in that states and actions represent the space of features and interventions that are useful for decision making or communicating decisions. In an MDP, these would be the state vector features, state-space, and the action space. Tasks, both individually and in aggregate, also imply goals: certain states or trajectories of states that are preferred to other states (e.g., the utility function for an MDP). Finally, assessments are an important component, because they represent tasks or measures that can monitor goals based on the states and actions (e.g., a function over observable nodes in a partially observable MDP).

Defining Components for Expertise versus Pedagogy

These components are shown in Figure 1, both in terms of how they apply to the domain expertise itself and the domain pedagogy (i.e., the tasks of teaching someone to learn that domain expertise). So then, an expert is someone who can do all the domain tasks that a typical expert can do, as inferred from an existing pool of assumed experts (Hoffman, 1988). Likewise, during instruction, a learner is considered to have mastered the content when they can meaningfully complete all the learning tasks for the domain. Tasks that are useful for learning are often not the same ones seen in real life, but instead tend to emphasize key concepts or are bounded due to contextual constraints such as cost or safety. Theories of assessment bridge expertise with instruction, by aligning learning tasks to domain tasks (Alexander, 1992; Fitzpatrick, Hawboldt, Doyle & Genge, 2015; Gipps, 1994).

<table>
<thead>
<tr>
<th>Domain Expertise</th>
<th>Domain Pedagogy</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Tasks</strong>: What tasks do experts do?</td>
<td><strong>Tasks</strong>: What are the training tasks?</td>
</tr>
<tr>
<td>- <strong>States/Features</strong>: What features do experts monitor?</td>
<td>- <strong>States/Features</strong>: What actions should a teacher/ITS monitor?</td>
</tr>
<tr>
<td>- <strong>Actions</strong>: What do experts do to influence transitions between states?</td>
<td>- <strong>Actions</strong>: What interventions should be used to improve learning?</td>
</tr>
<tr>
<td><strong>Relationships</strong>: How do tasks interact?</td>
<td><strong>Relationships</strong>: How should tasks interact?</td>
</tr>
<tr>
<td><strong>Goals</strong>: What task states or pathways are considered better?</td>
<td><strong>Goals</strong>: What are the learning objectives? How do these relate to task expertise?</td>
</tr>
<tr>
<td><strong>Assessment</strong>: What tasks and outcomes measure performance?</td>
<td><strong>Assessment</strong>: What tasks and outcomes measure changes due to learning?</td>
</tr>
</tbody>
</table>

Figure 1. Components of domain expertise (doing) vs. domain pedagogy (teaching).

For a completely well-defined domain, every component of Figure 1 would be straightforward to specify and there would be no disagreement between different experts. In practice, particularly for domain pedagogy, there is almost always some disagreement or uncertainty about optimal specifications. This is be-
cause instructional design is indeed a design problem, which is characterized as one type of ill-defined task. An ITS requires a well-defined instructional design (Domain Pedagogy, right side Figure 1) that can be implemented computationally. To do this, the instructional design must accommodate the various well- and ill-defined aspects components of the domain expertise.

Assuming these components are for a domain and its pedagogy, what does it mean to be ill defined? In practice, any one of these components is ill defined when there is no convergence to a countable number of agreed-upon elements. For example, domain experts may agree about the key tasks for a domain (well-defined tasks), but may disagree about the set of features that are relevant to those tasks (ill-defined features for task states). Since components can be independently ill defined, the degree that a domain is ill defined depends on not just the level of disagreement but also on which components are ill defined.

As an example, Figure 2 contrasts a well-defined domain task (basic algebra) against a highly ill-defined domain task (country stability). In a fully defined task, it is possible to determine at least the order of value for states and also assign value to the actions that the user took. In a predictable task, the value of actions is directly determined by the value of the states, though in a chaotic or probabilistic domain, action value might be only loosely connected to state utility (i.e., optimal actions still sometimes have bad outcomes, and vice versa). For a highly ill-defined task, it may be difficult to determine the actions and features of the state that are relevant (e.g., a “mess”; Ackoff, 1981). Figure 3 gives examples of domains where either the importance of states and/or actions are better or worse defined. A second major difference is that experts agree about solutions and goals for well-defined tasks (e.g., simplifying an algebra equation), but ill-defined domains can have fundamental disagreements over optimal solutions. For example, the United States and Taliban both have vastly different goals for a stable government in Afghanistan.

![Well-Defined Domain: Basic Algebra](image1)

![Ill-Defined Domain: Country Stability](image2)

**Figure 2.** Contrasting the components of a well-defined domain vs. a highly ill-defined domain.

<table>
<thead>
<tr>
<th>State Utilities Known</th>
<th>Action Values Known</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Can evaluate all actions and suggest good solution paths</strong>&lt;br&gt;<strong>Ex. Economic decision tree</strong></td>
<td>Can know the value of states, but can’t surely deduce what actions do&lt;br&gt;<strong>Ex. Stock market simulation</strong></td>
</tr>
<tr>
<td><strong>Can rank states relatively and can suggest next step or bug fix.</strong>&lt;br&gt;<strong>Ex. Solving an Algebra problem</strong></td>
<td>Know better/worse changes, but can’t suggest concrete actions&lt;br&gt;<strong>Ex. Automated essay assessment</strong></td>
</tr>
<tr>
<td><strong>Can detect good/bad actions, but can’t rank improvement</strong>&lt;br&gt;<strong>Ex. Going out of bounds in a race</strong></td>
<td>Ill-defined task, due to emergent dynamics or subjective values&lt;br&gt;<strong>Ex. Building a better world</strong></td>
</tr>
</tbody>
</table>
Fundamental Ambiguities (What/Why) vs. Underlying Ambiguities (How)

Fundamental ambiguities about the boundaries of a domain are present when experts cannot agree on either the tasks or the goals (i.e., what and why). These ambiguities mean that experts disagree about what important activities occur and what would be considered a good outcome. These indicate uncertainty about what should be taught within a given domain in terms of what a domain is. Selecting tasks determines that one would not teach math in an English curriculum, for example. Ambiguities over good/bad states are when designers agree about how to frame the domain, but do not necessarily agree on the importance of outcomes or actions. For example, history is sometimes criticized for emphasizing events such as wars as compared to other important events such as trade or peaceful regime change (Nash, Crabtree & Dunn, 2000). History is also an example with ambiguities about goals: historians have served many roles within cultures, ranging from neutral archivists who preserve the past, to interpreters who try to communicate it to the present, to revisionists who reinterpret history to try to change our future view of the past (Grele, 1981). The relative importance of different tasks may also be debated. These are fundamental ambiguities about what constitutes expertise and what goals one should be able to accomplish by studying history. Other core disciplines, such as philosophy, ethics, legal argument, and social policy, also hit such issues. ITSs for domains with fundamental ambiguities are relatively rare and tend to focus on the process of studying the domain, rather than arriving at specific outcomes (Pinkwart, Ashley, Lynch & Aleven, 2009; Easterday, Aleven, Scheines & Carver, 2011).

Underlying ambiguities include task states, task actions, and relationships between tasks. These more granular ambiguities are present when experts can agree on tasks enough to make meaningful comparisons between them, but disagree about how to represent what feature space, state-space, or actions are available during a task. Many domains commonly identified as ill-defined are due to these issues, such as programming (Mitrovic, Koedinger & Martin, 2003) and design (Chesler, Arastoopour, D’Angelo, Begley & Shaffer, 2013). Finally, assessment ambiguities can occur when it is unclear which benchmarks should be useful to measure progress toward goals. This type of ill-defined component can occur because the ideal goals are not directly observable (e.g., long-term economic growth or learning), which requires measures that attempt to estimate when goal states and paths are reached.

The above issues that affect domain knowledge and expertise apply similarly to domain pedagogy, where the task is building an instructional design (e.g., a curriculum, either adaptive or linearly sequenced). Much like for the domain itself, the instruction material has tasks (learning tasks), goals (learning objectives), relationships between tasks (e.g., knowledge prerequisites), and assessments to monitor progress toward the learning objectives. Likewise, for each learning activity, a pedagogical feature state and possible interventions exist. While all of these elements can be ill defined, fundamental disagreements at this level occur at the goal level: being unable to agree on the learning objectives. Unlike the domain expertise, disagreements about learning tasks are not necessarily fundamental, since these are the means to an end. Otherwise, the avenues for ill-defined domain pedagogy are similar to those for domain expertise.

So then, ill-defined domain expertise does not necessarily imply ill-defined domain pedagogy, provided that the learning objectives and goals remain well defined. However, ill-defined components of a domain must inherently constrain the available pedagogical options. In short, ill-defined domains can cause certain pedagogical options to become incoherent or impossible. For example, if the desirability of task states cannot be compared, then it is impossible to give error-correction feedback. This has significant implications for the types of instruction and pedagogical strategies that can be applied.
Given that we conceptualize components as ill-defined due to ambiguous components and a lack of agreement between experts, it is important to identify root causes that may underlie such disagreements. Components may be ill defined for a number of reasons (not exhaustive):

- **Subjectivity** occurs when different experts disagree about either the relative importance of tasks or about the value of states within tasks. If the goals are subjective, two experts might see the same events, with one declaring them a ringing success while the other declares them an utter failure.

- **Under-specification** occurs when domain tasks or goals tend to be context-specific, but it is infeasible or impractical to represent the space of contexts that impact the tasks. Under-specification can underlie subjectivity, such as comparing computer code by an author who prefers brief code versus one who prefers extensive code documentation. These preferences are typically due to different design goals, and both experts might agree if one goal or the other was stated or explicitly weighted.

- **Representation/mental-model mismatches** are a related problem, where experts may have different levels of specification for different tasks (e.g., unique mental models; Ososky, 2013) or when experts have similar mental models but communicate them differently (e.g., different names, same concepts; Norman, 1983). This can be observed as disagreement about the specific features or actions involved, despite agreement about goals and the value of final outcomes.

- **Assessment/measurement confounds** occur when the states and values may have relatively high levels of agreement, but are unobservable and assessment methodologies struggle measure those key outcomes.

- **Rapidly evolving domains** occur when domain knowledge becomes outdated faster than it is possible to train the knowledge or skills. For example, sommeliers specialize in the process of tasting wines and typically a specific regional specialty, rather than attempting to be an expert in all wines. This is because the variants of wine released in a year are far more than any one person could taste.

- **Wicked problems** or “messes” occur when multiple tasks are highly interconnected, evolve over time, and also prone to subjective goals (Ackoff, 1981; Rittel & Webber, 1973). Confounds include imperfect information, unintended consequences, probabilistic results, emergent outcomes, and many stakeholders with different value systems (Silverman et al., 2010). These are commonly found in complex social problems, such as public policy. Wicked problems are complex because not only do different experts disagree at a given time; the same expert might have different opinions depending on the time horizon of interest.

- **Uncontrollable problems** occur when the domain is inherently ill defined, in that the tasks are not actually human-controllable because they are inherently chaotic or the information to meaningfully direct them is unobservable (Kalman, 1959). Such tasks are not teachable, since there is only the illusion of control. Related to this are problems where control is only temporary (e.g., cyclical or otherwise non-asymptotic), because entropy rapidly washes out human inputs and their traces from the system (e.g., building sandcastles). Another related category is systems that with high inertia or tendencies toward entropy, where change due to human inputs are only observable after long periods of effort despite no detectable changes (e.g., breaking a boulder by kicking it for years). The latter type might be considered energy-responsive, in that a certain critical mass of inputs (either all at once, or over time) is needed to cross a tipping point where change can be observed.
With the exception of truly uncontrollable problems, pedagogical strategies have been developed to accommodate domains that suffer from these root causes for different aspects of the domain goals, tasks, relationships between tasks, and assessments. Examples of strategies to address ill-defined components are noted in the next section.

**Strategies and Solutions: Simplifying, Splitting, Transforming, and Assessing Ill-Defined Components**

Four main strategies have been proposed to simply ill-defined aspects of a domain so to make it pedagogically tractable for an ITS: authority-based simplifications that limit their training to a subset of a complex domain (Roberts, 2000), hybrid ITS that split the domain into well- and ill-defined tasks that are tutored differently (Fournier-Viger et al., 2010), transforming ill-defined domain tasks into pedagogically well-defined tasks (Mitrovic et al., 2003), and expanded assessments beyond traditional objective, criterion-based assessments (e.g., explicit handling of subjectivity; Nye, Bharathy, Silverman & Eksin, 2012).

**Simplifying the Domain: Authority-Based Simplifications**

The first strategy for simplifying ill-defined aspects of a domain is entirely direct: simply choose a point-of-view and stick with it. This approach originates in literature on the study of complex social systems, often-called messes or wicked problems (Ackoff, 1981; Rittel & Webber, 1973). Choosing beneficial courses of action in a socio-cultural system is ill defined because the framing of the problem determines the value of the solution (Rittel & Webber, 1973). Confounds include imperfect information, unintended consequences, probabilistic results, emergent outcomes, and many stakeholders with different value systems (Silverman et al., 2010). This makes the goals for actions and outcomes in social systems subjective, due to differences in value systems or framing. This ambiguity is intractable because it is based in serious moral and philosophical questions, such as “How much money is a life worth?” and “Is health or security more important?” Even for an individual, quantitatively answering such questions involving life and death tends to be difficult and inconsistent (Waldmann & Dieterich, 2007). Due to their complexity, issues such as policy problems, economic interventions, and military strategies are often analyzed using forecasting simulations to better understand potential outcomes (Ichikawa et al., 2010; Silverman et al., 2010). However, when such approaches are used, actions often have implications beyond immediate outcomes and contribute to later emergent outcomes.

Roberts (2000) notes that wicked problems can be reduced using authoritative simplifications. This approach transforms the problem by using a subset of expert perspectives to reduce the number of stakeholders. The training objectives selected by funding sponsors and developers intrinsically introduce authoritative simplifications. For example, a training environment for the US military will assess performance in terms of allied interests and US. This can reduce certain globally subjective issues into objective tasks. Domain experts can also provide authoritative structure. However, experts often differ on useful courses of action to improve a social problem so subjectivity cannot be entirely eliminated. The Complex Environment Assessment and Tutoring (CEATS) prototype for simulation-based training of counter-insurgency operations applied this methodology to convert a faction-based predictive model of district stability into a learning environment (Nye et al., 2012). CEATS employed “objective” measures of performance (e.g., increasing alliances with local groups) that were actually just special cases of subjective measures of performance where the subject (US and International Forces) was held constant.

Authority-based simplifications are particularly useful in two cases. The first case is when all other methods to transform or simplify the domain have been exhausted, and it becomes necessary to simply settle on a (possibly even arbitrary) representation. In some cases, this is not necessarily bad. For example,
agreeing on expert knowledge components to adaptively select learning tasks can be quite difficult, while methods to infer useful knowledge components to perform this task are quite mature (Ritter, 2015). As such, if data can be readily collected, it is a reasonable strategy to make best-guess Knowledge Components (KCs) and prerequisites and then apply sufficient sampling to explore the space of alternatives to find a more-optimal set. The second case is when stakeholders that are critical to adoption would prefer to focus on certain tasks or features, as compared to others. In this case, good standards in user-centric design dovetail with the need to simplify ill-defined components. By consulting with the stakeholders involved in adopting, using, and maintaining the system, it may be discovered that certain domain tasks, features, or assessments are more useful and hence more likely to be used to support learning. This is particularly important since the best designed ITS is useless unless people use it.

Splitting Up the Domain: Handling Well-Defined and Ill-Defined Tasks Separately

One strategy applied to address ill-defined domains has been hybrid tutoring which splits the domain into different tasks and features based on their well-defined and ill-defined characteristics (i.e., divide-and-conquer). Hybrid tutoring approaches apply multiple qualitatively different pedagogical interventions to different tasks (Fournier-Viger, et al., 2010). Since many domains have a have a mixture of well-defined and ill-defined problems, the first strategy is to identify and split the domain into the tasks, which are well define versus those that are ill defined. Ideally, a hybrid design would guide tutoring based on the nature of the problem. However, hybrid-tutoring designs are an emerging topic and lack established design principles.

Fournier-Viger et al. (2011) describes one application of a hybrid ITS to assessing and tutor the ill-defined domain of controlling a three-dimensional robot arm with seven dimensions of freedom. This ITS applied model-tracing tutoring to a set of well-defined spatial cognition procedures, partial task models (sequential patterns) that were extracted from annotated actions sequences, and constraint-based modeling to a path-planning simulator to catch critical failures (e.g., damaging the arm). This approach represented the domain from multiple levels, with each level able to support different types of feedback. Model tracing provided feedback, hints, and worked examples for the high-level process and basic controls for the robot arm (e.g., checking cameras for potential obstructions before moving the arm). Partial task models were used to establish similarity of the user’s performance to expertise archetypes (e.g., expert, intermediate, novice) and could be used to suggest next-step hints. Finally, the constraint-based model was used to detect and remedy invalid actions.

Guiterrez-Santos, Marvikis, and Magolus (2010) proposed subsumption architectures to break up a complex problem into a series of layers. In this approach, the ITS assumes higher-level tasks with subtasks that determine the state and performance at the higher level as well (i.e., learners do not directly act on the high-level task). A subsumption architecture can provide one mechanism to implement a hybrid ITS, where different layers monitor and attempt to tutor subtasks, and high layers monitor overall task and learning goals to help determine what pedagogical interventions should be applied. Guiterrez-Santos et al. (2010) tutored micro-worlds using this approach, by tutoring a higher-level abstraction of the micro-world. Dividing the system into layers did this: the expresser (the exploratory environment), computation (attempts to solve well-defined tasks), and aggregation (integrates computational solutions into the context of the larger exploration goals). It does this through a rule-based approach where information from different types of data is mapped to satisficing criteria (i.e., conditions for “good enough” solutions as opposed to empirical optima). There is also a check to see if that portion of the solution maps closely to any of the already existing solutions.
Transforming the Domain: Translating Ill-Defined Components into Well-Defined Pedagogy

Transforming the domain imposes additional structure onto ill-defined tasks to support training. Transforming the domain can also partially address the issue of emergent outcomes. Strategies for mid-game chess and Go rely on strategic features of board structure such as territory as a proxy for direct game-state policy evaluation, which is otherwise an intractable problem (Richards, Moriarty & Miikkulainen, 1998). Domain experts in complex socio-cultural problems such as counter-insurgency and economics use similar feature-based approaches to assess the situation (US Army, 2010). Such proxy measures of future value complement the immediate outcomes of actions. However, for complex domains or simulations of such domains, emergent outcomes can occur that conflict with expert expectations. This means that formative and summative assessments may be inconsistent (e.g., good actions, bad outcomes).

Transforming Fundamental Ambiguities

A number of techniques have been applied to try to transform a domain to eliminate fundamental ambiguities, such as what constitutes a good legal case. The most common high-level approach to such domains is to focus on the processes (i.e., actions) that are performed, with less emphasis on the specific content. For example, the PolicyWorld game breaks policy thinking (highly ill-defined) into structured inquiry learning steps (Easterday et al., 2011). As such, it partially sidesteps the issue of which specific policies are good or bad. Instead, it focuses on helping the learner understand the actions and steps that are necessary to make an informed decision about a policy. Systems such as the Legal Argument Graph Observer (LARGO) apply similar transformations where legal arguments (usually expressed as text) are instead represented using graphs to scaffold structured argumentation (Pinkwart, Ashley, Lynch & Aleven, 2007).

A strongly related approach involves having learners perform traditionally unstructured tasks (e.g., argumentation) using highly structured tools that limit them to a better-defined analog. Graphical visualizations (e.g., concept graphs) and form-based entry are common solutions. Lynch and Ashley (2014) proposed a graphical structure that allows for logical relationships, to discover areas where the student arguments contained conflicting information. Similar approaches were used by both PolicyWorld and LARGO (Easterday et al., 2011; Pinkwart et al., 2007). While imposing an artificial task or structure reduces the ecological validity of the learning task as compared to the domain tasks, this sacrifice can give better analysis and traction for other pedagogical goals (e.g., structuring logical arguments) by disentangling them from more complex problems (e.g., writing up a rhetorically persuasive legal argument).

Metacognitive and affective tutors can also be applied to tasks that are not well represented by the ITS, since they attempt to train reusable skills that should improve performance on more than just the current domain. As an example of non-cognitive modeling, Baker and Corbett (2014) identified a series of features that can help to detect whether a student is undergoing robust learning through metacognitive activities, such as the amount of time spent after receiving a feedback message related to lesson content, pauses between answering questions that the student should have knowledge of, attempts to game the system, or participation in off-task behavior. These detectors can serve to support the instructor’s understanding of individual student performance, thereby increasing areas of specific emphasis of their pedagogical strategies.

A final category of transformation is to avoid representing the whole domain, but instead use only tutor-specific pathways for complex tasks that have multiple (or even uncountable) solutions. Scenario-based training, path-branching ITS, “what-if” scenarios, and example-tracing tutoring can provide this type of transformation (Lane et al., 2008; Aleven et al., 2009). When the goal of the tutoring is to build basic familiarity or tutor skills that can be readily trained in that specific set of tasks and paths, this approach can
sometimes be more efficient than a higher-fidelity model that accurately represents the probability of certain events. For example, part of the success of both the Sherlock tutor for technician training (Lesgold, Lajoie, Bunzo & Eggan, 1991) and the Digital Tutor (Fletcher, 2011) was attributed to their ability to train rare diagnosis and repair tasks that occur within larger technological systems. Similarly, scenario-based learning for uncommon but important social and cultural competencies might achieve similar impacts.

**Transforming Underlying Ambiguities**

Different transformations are applied when experts can agree about the high-level tasks and general goals, but cannot agree about how to measure progress or struggle to compare the relative value of specific states or values. These transformations typically convert a task with a poorly defined state-space or valuation of states (e.g., utility) into a simpler set of features or detectors that can be used to drive tutoring.

Constraint-based modeling (CBM) is one of the most well-established approaches to simplify tutoring a task with ill-defined state or action values. Rather than being concerned with what the student has done, the goal in CBM is to give the students as much flexibility as possible so long as the student does not reach a situation that is known to be incorrect. (Mitrovic et al. 2003). In CBM, the ill-defined domain is made more tractable by providing constraints that can create a boundary while still allowing the learner to make choices (Woods et al., 2015). This supports ITSs that act when specific flaws or out-of-bounds conditions are detected, even though the relative utility of different states is difficult or impossible to assess. A CBM ITS only needs features of acceptable solutions in order to work properly (Mitrovic & Ohlsson, 2015), which is advantageous in terms of ill-defined domains because it can solve open-ended problems. Mitrovic has spent the better part of the last two decades analyzing CBM learning through use of a structured query language (SQL)-based tutor. SQL is a good candidate as an ill-defined domain because there can be multiple correct solutions without a clear algorithm to guarantee success. To assist with the ill-defined nature of SQL queries, students are taught search strategies using example problems, which they can then use as reference points to apply those strategies to actual problems (Mitrovic & Weerasinghe, 2009).

Instance-based inference, such as case-based reasoning (CBR), is a second approach to dealing with ambiguity and is particularly useful when the set of useful or agreed-upon features for a state-space are not fully known. These techniques are applicable when cases can be assigned to specific groups (e.g., good/bad examples; expert/intermediate/novice; expert1/expert2/expert3). For example, Goldin, Ashley, and Pinkus (2006) used case-based methods to tutor case analysis as part of legal ethics. Combining a context classifier that detects which concepts have been defined and a CBR manager that compares these concepts to identify similar cases did this. It then reports what concepts have been defined in those cases and how they have been applied. Similar approaches where tagged instances are directly leveraged have also been observed for well-defined domains to identify expert blind spots (e.g., features that experts no longer see; Matsuda, Cohen, Sewall, Lacerda & Koedinger, 2007). Instance-based inference relies on the ability to apply pattern matching to find similar instances or to identify clusters, even though specific rules or expert guidelines have not been developed. If the domain is fundamentally ill defined, instance-based clustering (e.g., good/bad labels) might actually show multiple clusters that represent the convolution of both the expert raters’ attitudes and the instance features. As such, this approach can be useful both as a solution and a diagnostic tool for fundamental ambiguities.

Similar approaches have been applied to user trajectory data (i.e., each instance is a pathway taken by a user during a certain task session), rather than a corpus of static cases. These approaches rely on data mining to compare ongoing results to trajectories of data and adapt to the user (Baker & Corbett, 2014). Lazar and Bratko (2014) created an intelligent tutor using this technique to tutor Prolog programming. They do
this by counting the number of times a line and associated line edits appear. By searching the potential
paths that are known to get to a successful solution, user edits are ranked and hints are generated. These
approaches are analogous to case-based approaches, except that each combination of user-task session
represents a case.

**Alternative Assessments: Measurements Beyond Performance or Mastery**

When the goals of a domain are not well defined (e.g., uncertainty over pedagogical goals or standards), it
is difficult to provide learners with guidance to meet those goals. FitzPatrick, Hawboldt, Doyle, and
Genge (2015) ran focus groups and document analysis that found that over half of the assessment tasks
did not tie in with the respective objectives in terms of Bloom’s revised taxonomy (Krathwohl, 2002).
Not only were the assessment tasks were not matched to objectives, and over half the assessment ques-
tions were categorized at the lowest level (“remember”) despite little to no learning objectives targeting
that level (FitzPatrick et al., 2015).

In many cases, seemingly ill-defined domains can sometimes be implemented in ITSs by following solid
curriculum design principles that help instructors structure the domain and assessments rigorously. This
can improve alignment of pedagogical goals to the target domain tasks. In this case, the pedagogical do-
main knowledge comes from the teacher’s personal learning experiences while they were in school, the
teacher’s education and professional development, and the teacher’s experience while teaching others
(Friedrichsen et al., 2009). Even if the domain is lacks consensus in some areas, expert teachers may ac-
tually still use effective techniques that have been refined over multiple classes, which might only need to
be verified using validated assessments that carefully capture the learning objectives.

However, in many cases, objective and criterion-based assessments are not available. Sometimes, this
limitation is only due to practical issues (i.e., it only needs to be done). However, in other cases, objective
assessment criteria do not exist because experts or instructors cannot agree about the value of different
tasks, states, or actions for a domain. From the standpoint of a classical ITS that attempts to support
error-correction feedback and next-step hints, this is an insurmountable hurdle: how can one provide feedback
if there is no way to detect a right answer? Unfortunately, this is somewhat true: certain tasks simply do
not have objective solutions (e.g., subjectivity) and others defy the ability to suggest a next step (or steps)
that will guarantee better outcomes (e.g., emergent results).

While such tasks are not amenable to classical ITS interventions, they are not impossible to measure or
deliver meaningful adaptive pedagogy. Research on assessment literature has identified a variety of alter-
native educational assessments. An assessment has at least four key facets: its reference basis, intended
usage, objectivity, and relationship of the learner to the assessed concept (Gipps, 1994). The first three are
listed in Figure 4. The reference basis represents what the assessment compares the learner against. A cri-
terion-based assessment assumes some particular task or universal benchmark (e.g., running a 5-minute
mile). Alternatively, a norm-based assessment compares the learner against some peer group. Ipsative
assessments compare the learner against themselves, either at different time points or between different
skills/domains. The usage of an assessment can primarily formative (i.e., help adapt to the learner) or
summative (i.e., assess the state of the learner, such as for reporting or communication). Finally, the ob-
jectivity of the assessment means that it can be either objective (i.e., universally agreed or mandated) or
subjective (i.e., depends on viewpoint or rater characteristics).
Building on these characteristics, it is possible to assess qualitatively different relationships with constructors and knowledge. The vast majority of assessments focus on measuring task performance, mastery, and learning (i.e., change in mastery). However, assessments of academic emotions (e.g., engagement with a topic), attitudes (e.g., motivation to continue studying a topic), frequency of use (e.g., how often a learner tends to use a skill spontaneously), and a variety of other relationships for the learner to knowledge or skills are likely essential for long-term learning and retention.

Expanding the range of assessments significantly expands the scope of feedback than can be provided. Table 1 notes a list of common pedagogical interventions, as limited by the type of assessment involved. To interpret this table, an assessment can be categorized in terms of Objectivity x Usage x Frame of Reference. If a checkmark exists in each one of these fields, then the assessment should always be able to power the given intervention. Error feedback, providing a right answer, hinting at the next optimal step, and other common interventions (VanLehn, 2006) rely on a well-defined problem structure where objective criteria are established. These can be used for well-defined tasks where traditional right/wrong feedback and hints would be effective. Comparative feedback based on norm-based or impassive assessments fills a complementary role and can be used more broadly, indicating how the user’s performance differs from other performances. Alternative approaches used for ill-defined domains are domain non-specific approaches, such as inquiry learning, dynamic collaboration, and Socratic questioning (Fournier-Viger et al., 2010). Inquiry learning appears well suited to consuming impassive assessments, because learners build explanations in a stepwise manner. Consistency between steps is important, so examining a user’s next steps in light of their prior steps seems most appropriate. Robust approaches include Socratic questioning (e.g., “Why…” ) and self-reflection prompts, which can employ knowledge from nearly any type of assessment. Selecting or suggesting collaborative groupings is also robust with respect to the knowledge available, but requires a learning environment that supports collaboration.
Table 1. How common interventions depend on assessments types.

<table>
<thead>
<tr>
<th>Pedagogical Intervention</th>
<th>Objectivity</th>
<th>Usage</th>
<th>Frame of Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Objective</td>
<td>Summative</td>
<td>Formative</td>
</tr>
<tr>
<td>Error Feedback</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Correction Hint</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Next-Step Hint</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Comparative Feedback</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Inquiry</td>
<td>✓</td>
<td></td>
<td>✓</td>
</tr>
<tr>
<td>Learning Prompt</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reflective /</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Socratic Prompt</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Collaborative Grouping</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

While this is not intended to be a universal guide to mapping alternative assessments to interventions, it demonstrates the possible pedagogy that can be leveraged by mapping alternative assessments to alternative ITS interventions. Future research will hopefully map out a deeper space of guidelines for this type of mapping, which could adaptively select or suggest interventions that match the available assessments.

**Recommendations for Handling Ill-Defined Components of Domains**

Based on this discussion, a particular set of steps are recommended when building an ITS for a domain that may have ill-defined components. These steps can be integrated into existing approaches to understanding domain knowledge, such as cognitive task analysis (Schaagen, Chipman & Shalin, 2000) and curriculum design methodologies (Wiggins & McTighe, 2005). Considering Figure 1, it is assumed that instructional designers for ITSs would first attempt to understand the domain expertise (Figure 1, left side) and then would attempt to understand and implement domain pedagogy (Figure 1, right side). As noted previously, it is also assumed that a designer would often attempt to identify set of tasks, the features and actions of those tasks, the relationships between tasks, the goals and relative values for task outcomes/actions, and the assessments that measure progress toward goals. During this process, it should be possible to identify and address ill-defined components. The following steps are recommended for handling ill-defined components:

1. **Authority simplifications to the task set,**
2. **Segmenting tasks into well-defined and different ill-defined categories,**
3. **Transforming ill-defined tasks into well-defined pedagogical tasks** (e.g., ones where appropriate feedback and real-time interventions are possible), and
4. **Assessing traditional and alternative (subjective, ipsative, etc.) relationships to domain knowledge.**
Authority Simplifications to the Task Set

If the set of tasks that constitute domain expertise is ill-defined, authority-based simplifications are usually applied. Ultimately, education and training is a socially constrained process: skills are trained because some need exists. As such, if experts disagree about what tasks constitute expertise, the stakeholders who are adopting the ITS (e.g., schools, companies, governments) can act as an authority to simplify this set based around their perceived needs. This is important even for well-defined domains, since there is little point in building high-quality activities that stakeholders would not want to use.

Split Tasks into Well vs. Different Ill-Defined Categories

Once the set of tasks is identified, determine the level of definition that is available for each task. As noted, this involves considering the task state features, state-space, action space, and goals/utility of states and actions. Next, bin tasks into different categories based on the ability to specify these components, both for domain expertise tasks and for learning activities. Well-defined tasks have the widest set of possible interventions available. Nye et al. (2015) notes the types of ITS interventions that are possible for different categories of tasks.

Transform Ill-Defined Tasks into Well-Defined Pedagogy

To expand the range of pedagogy that is available for a task, it is possible to transform certain ill-defined components into more tractable forms. This is the most complex step, since it depends on the specific types of ill-defined tasks that must be trained. CBM is often applied to design tasks where the space of invalid designs may be known but the qualities of optimal good designs are not. CBM and comparison against archetypes are applied when tagged examples are available (e.g., good/bad cases), but features or actions are unclear. Example-tracing tutors and branching tutors can also be applied where the state-space or dynamics are large (or possibly not fully known), but tutoring a limited path or scenario through the space is still useful. Authority simplifications can also be applied to task features, actions, or goals as well, if necessary. When applying simplifications or transformations, the most important consideration is that the learning objectives should ideally not be simplified. For example, if a key domain task is to search and choose from a wide array of options, a tutor that only allows one path would be unable to train that skill.

Assess both Traditional and Alternative Relationships to Domain Knowledge

Particularly where task goals and value functions for states and actions are not agreed-upon or hard to measure, alternative assessments may be necessary. Alternative assessments tend to either be decoupled from the specific states of the domain (e.g., measures of learner affect) or parameterized. Subjective assessments, for example, allow comparing learner performance against different subjective benchmarks (e.g., experts applying different theoretical frameworks). Norm-based assessments allow comparing a learner against other learners, even if a “right” answer is unknown (e.g., identifying outliers or clusters of learner types). Parameterized assessments can enable additional types of feedback (e.g., comparative feedback) that would be unavailable otherwise. While alternative assessments have not been traditionally used in ITSs, they open up a wide range of possibilities for addressing ill-defined domains (e.g., explicitly tutoring where experts disagree due to different schools of thought).

By applying these four high-level strategies and implementing lower-level strategies noted in the prior section, it should be possible to provide pedagogically useful instruction to a wide variety of seemingly intractable domains.
Conclusions and Future Directions

Overall, this conceptualization of ill-defined domains makes them appear significantly more tractable for an ITS than they might initially appear. A core goal of this analysis was not to fall back on the “God of the Gaps” definition for ill-defined domains, where a domain or its tasks are ill defined because existing tutoring systems cannot handle that domain. By first establishing a working definition for a domain and its components, it becomes clear that nearly every domain can be supported by adaptive ITS behaviors. While these ITS behaviors might not match the interventions characteristic of traditional ITS behavior (i.e., VanLehn, 2006), they can provide a wide variety of interventions that can be powered by alternative assessments or representations of the domain. When used systematically, hybrid ITS methodologies mean that multiple pedagogies can be combined that use different information and interventions for different tasks in the same domain.

This makes the concept of an “ill-defined domain” somewhat misleading. Even in “well-defined” domains, such as mathematics, problems such as Bertrand’s Paradox (i.e., calculating probabilities based on integrals of a circle) continue to be debated and studied (Aerts & Sassoli de Bianchi, 2014). This makes the concept of trying to label domains as ill-defined or defining continuums of ill-definedness for a domain is not very productive. By comparison, identifying and categorizing different types of ill-defined tasks within a domain appears quite valuable because this allows building different types of interventions and user adaptation to the available information about each task. We advocate focusing analysis of ill-defined components and behaviors at the task level for future research. Explicit modeling of each component should help identify correlations or patterns that grow into generalizable principles for both ITS design and other types of instructional design.

Such future research will certainly be needed for ill-defined domains, since there are a large number of unresolved questions about how to handle ill-defined domains. Some of these questions are theoretical, such as proposed guidelines about how to tutor domains that have many interconnected tasks that are all impacted by the same actions. Another major question is how to identify stopping rules for building an ITS for a domain: when is a domain so fundamentally ill-defined that its scope or very existence should be challenged (e.g., tasks and/or goals are arbitrarily and unstably related)? Tasks that are ill defined due to multiple interacting learners (e.g., team learning) also need further study and integrating findings from computer-supported collaborative learning research. Other questions are practical, such as what pedagogical techniques can be efficiently authored and maintained for ill-defined domains (particularly ones where the required skills change rapidly). The long-term goal of exploring ill-defined tasks should be to move beyond the general label of “ill-defined” to establishing the specific information and affordances available for user assessment and pedagogical strategies. This mapping of task characteristics to available pedagogy would be a significant advance for the field, enabling instructional designers to rapidly understand how an ITS can interact with a learner (or learners) based on the tasks that are taught. Such a mapping would be a major asset for authoring tools and for automating ITS interactions, since it would establish boundary conditions for pedagogical strategies and clarify the possible roles of an ITS in different strategies and learning tasks.
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Introduction

A critical part of domain modeling in intelligent tutoring systems (ITSs) is to determine how the domain content relates to the skills and knowledge that we aim for the student to learn about. This task can be achieved through data-driven techniques. If domain content is associated with a set of questions or exercises, student performance data over these items can be used to find the latent skills behind the content.

Data-driven techniques that map items to skills fall within two main categories: (1) entirely driven from student data performance or (2) starting with expert-given mapping and refined based on these data. Entirely data-driven techniques are appealing because they dispense the tedious efforts required to do the mapping by content experts. However, the mapping obtained from such methods may be hard to interpret and will almost surely contain latent skill factors that do not match the pedagogical structure of the learning content. For this reason, the refinement of expert given mappings has greater utility in most contexts and this chapter focuses on this specific problem.

Another fundamental distinction to be made is whether the data include a time component. In learning environments, students learn as they interact with the system. A single student’s skills mastery profile changes in time and within the same data sample. A number of studies have focused on refining the item to skills mapping with this type of dynamic data, namely, Stamper and Koedinger (2011), Koedinger et al. (2013), and Aleven and Koedinger (2013). Simplifying measures such as taking into account only the first attempt and ignoring hints and scaffolding can alleviate the complexity of analyzing this type of data (see, for example, González-Brenes, 2015).

The modeling of task to knowledge components (KCs)/skills for models that include a time dimension, and from data that has a time dimension, is the focus of a previous volume’s chapter of the current series (Aleven & Koedinger, 2013). In this chapter, we focus on static data, where we assume the data are a snapshot in time of the student’s skill profile and return in the discussion on the question of how this assumption can be dealt with.

Background Concepts

Before discussing the item to skills refinement models, let us introduce the background concepts and models.

Q-Matrices

The mapping of items to latent skills is often referred to as a Q-matrix. Rows of the matrix are the items and columns are the skills. Q-matrices are generally represented as Boolean matrices. The items can represent question, exercises, or any task that has a clear outcome. Skills are also termed KCs (Aleven & Koedinger, 2013).

There are three distinct ways how skills can be considered related to tasks:
- **Conjunctive**: all skills are required to successfully complete the task.
- **Disjunctive**: any skill is sufficient.
- **Compensatory or additive**: all skills contribute to increase the chances of success.

All three versions of Q-matrices obviously entail different student skills models that might be used in a running system. Furthermore, skills can be continuous or discrete, which also entails different models, as does the time factor. If learning occurs in the data, the models have to account for it.

However, we should emphasize that although the skills model depends on the type of Q-matrix and on whether the data have a time dimension, the Q-matrix does not. Whether a task involves skills or not is independent of the model and of the time factor.

**Factorization Framework**

A valuable framework for conceptualizing the relationship between a Q-matrix $Q$, the student skill profiles matrix $P$, and the student test outcome results matrix $R$, is to define the relationship as a product:

$$R = PQ^T$$  \hspace{1cm} (1)

For example, the following matrix product would correspond to a compensatory version of a Q-matrix in which the rows are normalized to sum to 1:

\[
R = \begin{bmatrix} r_1 & r_2 & r_3 \end{bmatrix} = \begin{bmatrix} i_1 & i_2 & i_3 \end{bmatrix} \begin{bmatrix} s_1 & s_2 \end{bmatrix} \begin{bmatrix} i_1 & 0 & 1 \\ i_2 & 1 & 0 \\ i_3 & 1/2 & 1/2 \end{bmatrix}
\]

Using the negation operator $\neg$ defined as

$$\neg x = \begin{cases} 1 & \text{if } x = 0 \\ 0 & \text{otherwise} \end{cases}$$  \hspace{1cm} (2)

we can define a conjunctive Q-matrix as the product (assuming a normalized Q-matrix)

$$-R = -P \times Q^T$$  \hspace{1cm} (3)

and a disjunctive Q-matrix as

$$\neg R = P \times Q^T$$  \hspace{1cm} (4)
by redefining the first condition of the negation operator \( (1 \text{ if } x > 0) \).

**Cognitive Diagnosis Models and Q-Matrix Refinement**

Every Q-matrix refinement model has an underlying model, often called a cognitive diagnosis model (CDM). Common models can be described using the matrix factorization framework. For example, the DINA and DINO models described below.

DINA and DINO are two well-known models for cognitive modeling. The DINA model relies on a conjunctive Q-matrix that corresponds to Eq. 3, whereas the DINO relies on a disjunctive Q-matrix that corresponds to Eq. 4. However, these models also include the guess and slip factors that, respectively, define the probability of a good response given a predicted 0 in the \( R \) matrix and a probability of an incorrect response given a predicted 1. An adaptation of the factorization framework to accommodate the uncertainty introduced in DINA and DINO is to consider the \( R \) matrix as a probability matrix and to substitute the 0’s and the 1’s, respectively, by the \textit{guess} and \( (1 - \text{slip}) \) factors.

Let us introduce a distinction in the notation and refer from here on to \( \hat{R} \) as the predicted student response outcome (for example, the product of an estimated student profiles matrix, \( \hat{P} \), and a Q-matrix, \( Q \)) and to \( R \) as an observed student response outcome matrix.

Many models consider the estimated student response outcome matrix, \( \hat{R} \), to be a probability matrix. For example, taking the logit of \( \hat{R} (\log(r_{ij} / (1 - r_{ij}))) \) and the log of \( \hat{P}Q^T \) leads to flexible log-odds CDM (Hensen, Templin & Willse, 2009).

But regardless of the specific model used for Q-matrix refinement, the principle of refinement follows a general framework. Given a cognitive diagnostic model and an estimated student profiles matrix \( \hat{P} \), the refinement process can be considered as searching the space of Q-matrices for a matrix that will minimize the difference between \( R \) and \( \hat{R} \). The difference can be the RSS \( (\| R - \hat{R} \|^2) \), or any other reasonable loss function.

In fact, minimizing the loss function is the same objective whether we are looking at estimating the student profiles or any other parameter of the model. What is unique to the process of Q-matrix refinement is the initial starting point: the expert’s matrix. If we were to look for a Q-matrix that solely optimizes prediction, we could instead start from a random Q-matrix or use heuristics to guess a strategic initial Q-matrix. In other words, the process looks for a local minima starting from a point in the Q-matrix space that corresponds to the expert Q-matrix.

**Refinement Methods**

The literature on Q-matrix refinement methods has exploded in recent years, both for static data (de la Torre & Chiu, 2015; Barnes, 2010; Desmarais & Naceur, 2013; Xiang, 2013; Chung, 2014; H. Li & Suen, 2013; Qin et al., 2015; Romero, Ordoñez, Ponsoda & Revuelta, 2014; Köhn, Chiu & Brusco, 2015; Nižnan, Pelánek & Řihák, 2014; Xu & Zhang, 2015) and dynamic data in which student learning occurs (Stamper & Koedinger, 2011; Koedinger et al. 2013; Aleven & Koedinger, 2013; González-Brenes, 2015; N. Li, Cohen, Koedinger & Matsuda, 2011). In addition to algorithms that take as input student response outcome data, we find the emergence of methods that integrate text analysis to label and optimize the

This is a clear sign of the importance of the problem as well as of the vitality of the research on the topic. Some studies have shown that using data-driven techniques of refinement generally result in Q-matrices that have better predictive power and are a better fit to the data in general (Aleven & Koedinger, 2013; Durand, Belacel & Gutte, 2015; Matsuda et al., 2014).

We first review three examples of Q-matrix refinement algorithms and show how such algorithms can be combined to obtain substantial gains in the next section. The first two are based on the DINA model, whereas the last one is based directly on Eq. 3.

**minRSS**

For a given Q-matrix, there is an ideal response pattern (ideal response vector) for each skill pattern (profile vector). If there are no slip and guess factors, then the response pattern for every category of student profile is fixed. A reasonable assumption is to assume the real response pattern should not differ much from this ideal response pattern. Then the problem is how to measure the difference between the real pattern and ideal pattern. The most common metric for binary data is Hamming distance, that is,

\[ d_h(r, \eta) = \sum_{j=1}^{J} |r_j - \eta_j| \]

where \( r \) is the real response vector while \( \eta \) is the ideal response vector. \( J \) is the number of latent skills. Chiu and Douglas (2013) refined this metric based on the idea that if an item has a smaller variance (or entropy), then it should be given higher weight. The formula is

\[ d_{oh}(r, \eta) = \sum_{j=1}^{J} \frac{1}{\bar{p}_j(1-\bar{p}_j)} |r_j - \eta_j| \]

where \( \bar{p}_j \) is the proportion of correct answers of item \( j \). Equipped with this metric, we can find the ideal response matrix that best fits the data, and then find the correspondent profile matrix \( P \). With these results, a powerful method was proposed to update the Q-matrix (Chiu, 2013). First, a squared sum of errors for each item \( k \) can be computed by

\[ RSS_k = \sum_{i=1}^{N} (r_{ik} - \eta_{ik})^2 \]

where \( N \) is the number of respondents. Then, the item with the highest \( RSS \) is chosen to update its correspondent q-vector. All the other possible q-vectors are tested to calculate their \( RSS \) and the q-vector giving the lowest \( RSS \) is chosen to replace the original one. We name this method minRSS based on this minimization objective. The Q-matrix is thus updated accordingly, and the whole process is repeated. The previous changed q-vector is taken out of searching pool for the next iteration. The whole procedure terminates when the \( RSS \) for each item no longer changes. This method has a consistency property, which
was shown by Wang & Douglas (2015). That is, it has good performance under different underlying conjunctive models.

**maxDiff**

Under the setting of DINA model, for every item $j$, there are two model parameters: slip $s_j$ and guess $g_j$. De la Torre (2008) proposed that a correctly specified q-vector for item $j$ should maximize the difference of probabilities of a correct response between examinees who have all the required attributes and those who do not. For a model involved with $K$ possible skills, there are $2^K$ possible q-vectors (i.e., skill combination). Denote these possible q-vectors by $\alpha_l$, $l = 0, 1, ..., 2^K - 1$, then $q_j$ is the correct q-vector if

$$q_j = \text{arg max}_{\alpha_l} [P(X_j = 1 | \xi_{ll'} = 1) - P(X_j = 1 | \xi_{ll'} = 0)] = \text{arg max}_{\alpha_l} [\delta_{jl}]$$

for $l, l' = 1, 2, ..., 2^K - 1$ and $\xi_{ll'} = \prod_{k=1}^{K} \alpha_{lk}^{\alpha_k}$. That is also why we call it maxDiff. An interesting observation is since $P(X_j = 1 | \xi_{ll'} = 1) = 1 - s_j$ and $P(X_j = 1 | \xi_{ll'} = 0) = g_j$, then

$$q_j = \text{arg max}_{\alpha_l} [1 - (s_j + g_j)]$$

that is, maximizing the difference is equivalent to minimize the sum of the slip and guess parameters. A natural idea is to test all q-vectors to find the maximum $\delta_{jl}$ but that is computationally expensive. De la Torre (2008) proposed a greedy algorithm that adds skills into a q-vector sequentially. First, $\delta_{jl}$ is calculated for all q-vectors that contain only one skill and the one with biggest $\delta_{jl}$ is chosen. Then, $\delta_{jl}$ is calculated for all q-vectors that contain two skills including the previously chosen one. Again the q-vector with the largest $\delta_{jl}$ is chosen. This whole process is repeated until no skills increases $\delta_{jl}$. However, this algorithm requires knowing $s_j$ and $g_j$ in advance. For real data, they are calculated by an expectation maximization (EM) algorithm (de la Torre, 2009).

**ALSC**

Conjunctive alternating least squares factorization (ALSC) is a common matrix factorization (MF) technique. Desmarais and Naceur (2013) proposed to factorize student test results into a Q-matrix and a skills-student matrix with a least squares estimate.

Contrary to the other two methods, it does not rely on the DINA model as it has no slip and guess parameters. ALSC decomposes the results matrix $R$ based on the least squares estimate.

The factorization consists of alternating between estimates of $P$ and $Q$ until convergence. Take conjunctive model, for example, starting with the initial expert-defined Q-matrix $Q_0$, an initial least-squares estimate of $P$ is obtained:
\[ -\hat{P}_0 = -RQ_0(Q_0^TQ_0)^{-1} \]  

(5)

which is the least squares solution of Eq. 3. Then, a new estimate of the Q-matrix, \( \hat{Q}_1 \), is again obtained by the least-squares estimate:

\[ \hat{Q}_1^T = (-\hat{P}_0^T-\hat{P}_0)^{-1}-\hat{P}_0^TR \]  

(6)

and so on until convergence. Alternating between Eqs. 5 and 6 yields progressive refinements of the matrices \( \hat{Q}_i \) and \( \hat{P}_i \) that more closely approximate \( R \), the observed student response outcome matrix. The final \( \hat{Q}_i \) is rounded to yield a binary matrix.

**Combining Techniques with Ensemble Algorithms**

The effectiveness of a Q-matrix refinement technique may depend on the specific characteristics of the data or on the characteristics of the matrix itself. An algorithm that can learn the conditions under which an approach is more likely to give a reliable answer can, in principle, provide better refinements than any algorithm alone.

A critical factor for the success of the combination approach is defining the effective factors that best show how to combine the output of the Q-matrix refinement algorithms. Let us focus on one of these factors, stickiness, as an informative example.

Stickiness represents the rate of a given algorithm’s false positives for a given cell of a Q-matrix. A false positive is considered a recommended change in the Q-matrix when the ground truth tells us it is wrong, that is, no changes should be recommended. The rate is measured by “perturbing” in turn each and every cell of the Q-matrix and counting the number of times the cell is a false positive. The decision tree can use the stickiness factor as an indicator of the reliability of a given Q-matrix refinement algorithm’s suggested value for a cell. Obviously, if a cell’s stickiness value is high, the reliability of the algorithm’s suggestion will be lower.

The question is, how does one train a decision tree with enough data to use stickiness and other factors? An original idea introduced in our approach is to use synthetic data for which we know the Q-matrix ground truth. Random matrices with a similar ratio of 0/1 are generated and the perturbation process described above is applied to generate tens of thousands of tuples with the following elements:

1. Target value
2. Predicted values from the three algorithms studied
3. Stickiness
4. A few other characteristics of the skill and the item involved

These elements represent the input to a decision tree that essentially learns which of the predicted values (2) are most likely to be correct given the contextual factors (3 and 4)
Based on the decision-tree combination approach described above, Desmarais et al. (2015) obtained a substantial gain in accuracy over the best of three refinement algorithms. Considering on an equal basis an error as not recovering the perturbated cell and recommending changes to non-perturbated cells, they obtained an error reduction in the range of 50% using real data over Q-matrices defined by experts and around 85% using DINA-based synthetic data for the same matrices.

The combination approach can be considered an ensemble technique in the machine learning field. Another well-known ensemble technique is to combine a decision tree with boosting. Boosting consists in assigning a weight to each individual observation in the loss function. The weight is increased when the predicted value differs from the observed one, and the classifier, namely, the decision tree in our case, is trained with the new weighted loss function. Using the Adaboost boosting algorithm, an additional improvement in error reduction of 18% for real data and 46% for synthetic data was obtained (Xu & Desmarais, 2016).

In terms of correct and incorrect refinements, the ensemble technique, which combines the three algorithms with a boosted decision tree, is able to recover almost all of the perturbated cells to their original value. It improves the rate of recall of perturbated cells from around half to close to all. However, despite these improvements, it still introduces a small number of incorrect refinements (proposed changes to cells that were not perturbated). These incorrect refinements can prove disrupting to an expert who uses a Q-matrix refinement tool, as it entails an effort to analyze and assess the proposed refinements, and future efforts should focus on reducing this number.

**Discussion**

An important finding from the work with ensemble techniques is the demonstration of the complementarity of Q-matrix refinement algorithms, at least with the three algorithms used in the ensemble studies reported in the previous section. The gains to recover perturbated cells to their original value are remarkable and the performance is close to perfect. While the number of false refinements remains disrupting, it is not to the extent that they undermine the value of the recommended changes.

Can ensemble techniques extend to algorithms to map items to skills with dynamic data? Can we assume the algorithms to refine the mapping of item to skills/KCs for dynamic data are also complementary? It is reasonable to believe that similar gains could be obtained if we can assume the complementarity is present. Simplification such as using the first trial (for example, González-Brenes, 2015) may permit greater variability of approaches, and therefore, complementarity in the sources of information that can be combined in an ensemble technique.

**Recommendations and Future Research**

The Cognitive Tutor Authoring Tools (CTAT) described in Aleven and Koedinger (2013) for helping an expert to map exercises, items, and tasks to underlying skills are excellent examples of valuable outcomes of models and algorithms that can use data to help an expert refine a Q-matrix (or a KC model in their terminology). These tools allow the comparison of Q-matrix versions, assessment of their fit in terms of predictive power and other measures of fit, and provide different means to refine them.

The approaches and algorithms reviewed in this chapter should lead to such tools, or complement them. They help identify weaknesses in a Q-matrix at the item level, pinpointing missing or irrelevant skills associated with tasks and also at the skill level: a whole column may show anomalies that suggest a skill may be ill defined and unfit to the data.
As emphasized before, the Q-matrix refinement algorithms reviewed in this chapter make the assumption that learning does not occur in the data. This is a serious limitation for data collected from learning environments where learning does occur. Important questions to address are what are the consequences of the violation of this assumption and how can we mitigate the adverse effects and work around them?

An avenue to explore is to transform the dynamic data into a static view. The dynamic cognitive modeling models can generally be conceptualized as a factorization model, akin to the factorization of Eq. 1, but the $P$ and the $R$ matrices have a third dimension, which is time. They are then considered tensors models (see Thai-Nghe, Horváth & Schmidt-Thieme, 2011). In such models, it is possible to predict the student response outcome data at a given time slice, thereby transforming the dynamic data into a static view that the models reviewed in this chapter can handle.
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CHAPTER 4 – Ontology Alignment of Learner Models and Domain Models

Douglas B. Lenat
Cycorp

Introduction

The people designing and building an intelligent tutoring system (ITSs) certainly have some domain model and user model (or distribution of likely user models) in mind. It is possible to completely “compile those out” so that the ITS has no explicit representation of either model – e.g., a fixed decision tree determines which problem to present to the learner depending on responses to the earlier problems – but there is a tremendous wasted opportunity, if that course is followed.

To put this positively, there is great potential value to explicitly representing the domain and learner models in the ITS. For example, if the learner model tracks the ongoing progress of the learner, the teacher may inspect that model during or after the use of the ITS to assess whether continued use of the ITS is cost-effective and determine what ITS might best serve the learner next.

This chapter focuses on an even more exciting benefit to having those models explicit in the ITS: the synergy of shared models across multiple ITSs that were developed completely independently of each other. The following is a preview a couple cases of this:

A learner has worked for a while with ITS#1 and starts to use ITS#2. Instead of it having to build up a model of that learner from scratch, it imports the ITS#1 learner model and maps it (using an ontology#1 \(\leftrightarrow\) ontology#2 mapping) into a learner model it can use, treating the learner as correctly and individually as though that person had worked with ITS#2 for all that time.

ITS#2 teaches generalization and specialization relationships using a certain game, let’s say one involving helicoptering around in 3D node-and-link space. The ITS#2 developer wants to extend this into a new domain – let’s say from biology to ecology – and would normally have to build up a domain model in that new area. But instead, the developer imports the ITS#1 domain model of ecology, perhaps combining a few types of generalization relationships that ITS#1 distinguishes into one relationship and ITS#2 can then immediately

An ontology is a vocabulary of terms – representing individuals, types, and relationships or predicates – along with a set of rules/assertions/axioms involving those terms.

Think of the terms like English words, and the assertions as sentences. Some of the relations are taxonomic (element-of, superset, etc.), some specify type constraints on arguments of relations, and so on. Together, the grammatical sentences are said to be well-formed. Some of these representation languages stop there, only allowing (r a b) triples; some allow variables and quantifiers like for-all and there-exists; some even allow some of the assertions to be about other assertions, to be about modal attitudes such as “Israel fears that Syria wants the UK to prohibit…”

Using this machinery, the assertions can be assembled into a coherent knowledge base, to which some inference procedures can be mechanically carried out, and in the process, some application functionality can result, much as though a program had been written to do some application of interest. In this case, though, the only “program” is the general inference engine.
Individual ITS-ITS pairwise mappings hold great potential, and the sheer number of possibilities here is astronomical.\(^1\)

All this hinges on being able to work out the mapping or alignment of the ontology elements, which is generally going to be a many-to-many mapping, perhaps involving some conditional rewriting rules that make it more accurate than just leaving these links as “system#1’s x is-related-to system#2’s y”). That can be a substantial manual task, to do those mappings and write those rules, as there may be thousands of domain model elements, and/or learner model elements, in each of system#1’s and system#2’s ontologies. But there are some exciting ways in which that can be partially or even completely automated, at least in certain cases, and this chapter concludes by presenting some of those promising research directions.

**Discussion**

Many excellent articles and surveys and entire books have been written on ontology alignment (Otero-Cerdeira et al., 2015; Huang, 2008; Shvaiko & Euzenat, 2013). Therefore, rather than trying to be comprehensive here, we present a few “steps along the way” from manual to increasingly automated ontology alignment, culminating in some novel methods that are particularly suited to ITSs.

We recently spent about 50 hours manually aligning our Cyc-based MathCraft™ (Lenat & Durlach, 2014) middle-school math domain and learner ontologies with the Carnegie Learning Group’s ontologies (Fancsali & Ritter, 2014), each of which contained on the order of 1000 elements representing concepts (e.g., commutativity), skills (e.g., borrowing when needed during subtracting), and bugs (e.g., borrowing even when it is not necessary). In both cases, the learner model is largely isomorphic to the domain model, but with some meta-level indication of whether and how this learner has mastered or is confused by this domain element. The time-consuming part of the mapping comes because each ontology was developed independently, starting from a common core – in this case, literally The Common Core standard – which unfortunately only provides on the order of tens of distinct concepts and skills, two full orders of magnitude less than both Cycorp and CLG empirically found necessary to have in their respective ITSs.

A typical one-to-one mapping was between the Cyc ontology term “(FindingTheVolumeOfShapeTypeFnWedge)” and the CLG term “Calculating Volume of Right Prisms: Find triangular prism volume”.

A typical one-to-many mapping was between the Cyc term “AddingDenominatorsOfFractions” and the dozen CLG terms for actually doing such additions in different cases, such as when both numbers did vs. did not have any integral part and the denominators were the same vs. different.

A typical many-to-many mapping that had to be identified and articulated was “Adding involving small whole numbers and no carrying” (and similarly but with carrying) on the Cycorp side and “Calculate sum digit with 1 digit” (and similarly but with 2 digits) on the CLG side. In this case, articulating the mapping means writing the Cyc rule, which explains that if the addition happens to involve 1 vs. 2 digits then map to the …1… vs. …2… CLG ontology term; and writing the CLG rule, which explains that if the addition happens to involve carrying then map to the …with… vs. …no carrying… Cyc ontology term.

---

\(^1\) At an April 29, 2015, workshop on ITS ontologies hosted by and at Advanced Distributed Learning (ADL) in Orlando, FL, Prasad Ram of Ednovo reported having compiled a database of over 6 million available online ITS resources for K–12 students; that sample alone admits 36 trillion potentially valuable pairwise alignments.
When the mapping is not one-to-one, stating the articulation rules is completely optional, but doing so provides much more traction than just leaving things at “this set S1 of Cyc ontology terms is closely related to this set S2 of CLG ontology terms”.

This manual process is tedious and labor-intensive enough when the number n of ontologies is 2, but threatens to increase quadratically with n; squaring the previously mentioned 6 million available resources and multiplying by 50 hours yields an appropriately daunting number of thousands of trillions of person-hours of work looming ahead, if we were to do this manually.

One solution would be to develop and agree on a sort of “gold standard” domain ontology (for each domain) and learner model ontology (for each type of situation related to the type of task, the type of domain, and the type of learner). Then the alignment task drops back from quadratic in the number n of ontologies to linear in n. Often the situation is that the gold standard ontology has not yet been worked out or agreed to, or (as in the case of The Common Core) is far too coarse-grained to serve the necessary function or there are too many separate “standards”, often for slightly different purposes, such as healthcare’s morass of HL7, DICOM, IHE, ICD, LOINC, MeSH, UMLS, SNOMED, GALEN, etc.

A step toward automatically aligning two ontologies is to algorithmically notice similarities between them and use that to “grow” the mapping.

Sometimes this can be as obvious as string similarity between the name of a term in one ontology and the other. One can point out places this heuristic fails (e.g., when a term such as myocardial infarction is redefined but the old term is kept around with the new meaning), but it is not a bad heuristic to use when it happens to apply.

Often the topology of the knowledge graphs (combined with the growing partial mapping) will suggest new candidates for aligning. A set with exactly 50 elements, one of which appears to be the state of Texas, is likely to be the set of US states. More subtly, in the diagram in Figure 1, where corresponding terms for Mammal and Dog (and the subset relationship) are already known, one of the two question-mark terms is likely to correspond to the concept of Canine:

![Figure 1. Given the Mammal-mammifère and Dog-chien and subset-est alignments, one of the two “?” concepts is likely to correspond to “Canine”.](image)

2 In some domains, an enumerative ontology exists that has the opposite problem: it is actually too verbose! For example, the medical International Classification of Diseases (ICD) ontology takes all the independent attributes and combinatorically explodes the size of that ontology to the point where there is a separate numbered term for, say, congenital enlargement of the left pulmonary artery, rather than factoring out separately independent attributes like congenital vs. acquired, enlargement vs. diminution, left vs. right, and so on.
If one has massive amounts of data available, statistical correlation can sometimes help suggest extensions to an existing partial alignment of two ontologies. Let’s suppose that millions of students have taken standardized tests 1 and 2, and we graph the frequency of correct responses requiring particular skills and conceptual knowledge (Figure 2). If we can rearrange the columns of the two test result graphs so that the peaks’ heights match — so that the spectra look the same — then there is a chance that the particular meaning of each peak in test#1’s empirical results corresponds to the concept or skill that is the particular meaning of the corresponding peak in test#2’s empirical results. This sounds of very dubious reliability, but with sufficient data it can work, especially in cases where the peaks are of mutually distinctive heights. In effect, this is tapping into the same source of power that Amazon and Netflix use when they recommend a book or movie you might enjoy, based on similarities in buying/satisfaction data.

![Figure 2. The distribution of scores (y-axis) of millions of students on various skills (x-axis) in two separate but similar tests with different score labels for the same N skills. Rearranging the columns to make the two spectra appear maximally similar, one can weakly infer that the corresponding labels, in order, now pertain to what test#1 and test#2 happen to call the same underlying skill.](image)

To see how one could do something better than these statistical sorts of graph-matching heuristics, consider the 35+17 math problem that a student is solving incorrectly in Figure 3a. Even though there is only one data point, one can quickly guess that what the student is doing wrong is failing to carry a 1, getting 42 instead of the correct answer 52. In the next example, Figure 3b, the student is “obviously” just adding the numerators and adding the denominators to get their answer: It’s obvious because you have models of how students do addition, models of the common bugs they have in those models, and so on.

![Figure 3. Even though you’ve never seen these problems before, you can easily – and correctly – think “What mistake could have made me do that?” This is the power of small data + understanding, as opposed to big data + statistics. (a) The student has failed to carry a 1. (b) Probably due to cognitive dissonance with multiplication, the student has added the two numerators and added the two denominators.](image)

In the case of solving the first order equation $11x - 34 = 10$, many students simplify by adding 34 to both sides of the equation, which is good, getting $11x = 44$, but then a common error these days is for the students to confuse $11x$ as appending rather than multiplication, so they metaphorically subtract 11 from $11x$ to get $x$, and they literally subtract 11 from 44 to get 33, i.e., they rewrite $11x = 44$ as $x = 33$.³ The first

³ Students who always borrow (even when unnecessary) get the bizarre answer $x = 213$, which would be unlikely to have been acceptable to students living before the advent of calculators.
A point about these examples is that even with only one single exemplar, you have no trouble diagnosing what the student does and doesn’t understand, in each case, what their difficulty is. In other words, you can infer several concepts and skills they do understand and one that they do not understand. The second point to make about these examples is that model-based ITS can have models of the various correct and incorrect skills and concepts of the domain, not just the correct ones, and can use those models exactly the same way that you used your models of (students struggling to learn) arithmetic to diagnose the above examples.

The third point to make about this example, and the most important one from the point of view of automating the ontology-aligning process, is that you or I or MathCraft can immediately and correctly infer several things just from finding out that a learner got the answer 33 to this problem, or the answer 213, or the answer 4. ITS#1 can work with the learner on various problems, and regardless of what domain and learner model it has – even if it has none! – ITS#2 can make use of problem/answer data that ITS#1 has collected. In case ITS#1 does have a domain model and a user model, it can say to ITS#2, in effect, “The students who get 33 as their answer to this problem suffer from what I happen to call bug-80913. The students who get 213 as their answer suffer from bug-1411. The ones who get 4 as their answer generally understand what I happen to call concepts 2923 and 715.” ITS#2 independently generates the graph in Figure 4, which enables it to identify what terms in its ontology correspond to ITS#1’s bug-80913 and so on.

Figure 4. MathCraft model of the correct and (most common) incorrect actions for the 6th grade math problem $11x - 34 = 10$, showing a graph of the right and wrong paths, which have a few dead ends (“I’m making this problem harder!”), a few wrong answers (33), and a right answer (4). If some other ITS tells MathCraft...
that a learner got $x=33$ to this problem, MathCraft can immediately set several learner model elements correctly, without knowing or needing to know what that other ITS’s domain or learner model looked like.

A relatively small number of examples, therefore, enable the two ITSs’ ontologies to be aligned automatically, with no manual effort whatsoever. Notice that this same technique results in aligning the domain ontologies and aligning the learner models. In hindsight, this should not be too surprising, since a large part of the learner models capture their correct and incorrect understanding of the domain.

To be fair, this technique depends on there being – at least in part – an objective way to generate common learner answers to problems and questions; in some domains, such as creative writing where objective testing stumbles, this technique will also stumble. On the other hand, even a mediocre ontology-alignment is vastly better than none at all and is almost as useful as a perfect one. If I am a human teacher, or an ITS, and I need to teach a student 6th grade math, then even a few sentences about that student’s level of mastery and depth of understanding of topics and skills from earlier grades goes a long way to giving the information sufficient to treat the student correctly, to not waste too much time on things that the student already knows or that require prerequisites the student does not yet know.

This type of reasoning is not a logically sound deduction or proof; it is what logicians call abduction. If someone walks into a movie theater dripping wet and carrying a wet umbrella, patrons abduce that it is raining outside; there could be several explanations but that is the most likely one. Occam’s Razor advises us to eschew unnecessary complication, when you see hoofprints, think horses, not zebras. The situation is somewhat confused terminologically by Sir Arthur Conan-Doyle having his character Sherlock Holmes perform feats of abductive reasoning but incorrectly say that he’s doing deductive reasoning. Abduction can also be thought of as a type of inductive reasoning, which is similarly not guaranteed to be correct in general. If a student correctly solves $1041.02 \times 89\frac{3}{4}$, we induce their understanding of a large number of concepts and skills. We do not hesitate to rely on these unsound abductive and inductive conclusions, because they usually end up being correct, and the world is complicated and rich, and we have limited resources to expend before we need to act on our best informed guesses. This is akin to the bounded rationality Herb Simon proposed in (Simon, 1947).

**Recommendations and Future Research**

We have surveyed a continuum of ontology-aligning methods, ranging from purely manual to semi-automated graph-matching to purely automated abduction. We encourage future study and research by the Generalized Intelligent Framework for Tutoring (GIFT) and ITSs in general on when and how to best use these various sources of power, which have different characteristics and guarantees. The automated techniques we presented are strictly speaking unsound yet empirically often correct; that sounds off-putting, but much the same can be said for statistical inference techniques.

The benefits of aligning multiple ITSs’ domain ontologies include, among other things, the ability for an ITS built for one domain to be “run” to teach another domain. The benefits of aligning multiple ITSs’ learner models include, among other things, the ability for a student to move to a fresh ITS and be treated as individually and correctly as though having already used it for a long time. The benefits of having a whole community of ITS resources explicitly model both the domain model and the learner model include the ability to automatically infer that/when/how students start using some ITS that they hadn’t been using before, and which would be of particular suitability and value to them at present. As the number of ITS resources (already in the millions) increases, the need for and the value of this meta-level reasoning and match-making ability will soar, and the wastefulness of each ITS treating each new user as a tabula rasa will dwarf the cost of forestalling that through ontology-alignment.
Our example of how to automate the domain model-aligning and learner model-aligning is just that: an example. We encourage GIFT and ITS researchers to consider this an important and valuable component in their future systems and their future research, and share empirical data and new insights about how to break the ontology alignment bottleneck.
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Introduction

Qualitative models capture conceptual knowledge about continuous phenomena and systems. This knowledge ranges from that of the person on the street, who has never taken formal mathematics or physics courses, to that of experts, such as scientists and engineers. Reasoning and learning techniques over qualitative representations have been used to create computational models of human commonsense reasoning, models of conceptual change, and models of how scientists and engineers reason in their professional work. Qualitative representations have been particularly useful in education, since they provide a level of knowledge that captures causality and everyday reasoning directly, while providing a substrate for professional knowledge.

The interactive power of instructional software is significantly influenced by the richness and accessibility of the available domain knowledge. Qualitative reasoning (QR) formalisms are well suited from this perspective and are open to support learning for all kinds of tasks related to science, technology, engineering, and math (STEM). The representations are to a large degree domain-independent and can be used for a variety of systems, e.g., natural biological systems (cf. Kuipers and Kassirer, 1984; King, et al., 2005; de Jong et al., 2005; Noble et al., 2009) as well as human-created technical artifacts (cf. Shimomura et al., 1995; Price, 2000; Ironi and Tentoni, 2005).

Qualitative Reasoning – An Example

To understand qualitative representations and reasoning, let us consider an example of a qualitative model. Figure 1 shows a model of an iron block, suspended from a spring fixed to a tree. The tree is positioned on the earth. The model represents the physical structure of the system, including the objects involved (e.g., “Block” and “Spring”) and their arrangement (e.g., “Suspended from”). The objects have quantities associated to them (e.g., Block’s Position). Quantities have value ranges, referred to as quantity spaces (e.g., Elasticity can be one of {Zero, Plus, Max}), which allow specifying their current magnitude (Elasticity is initially {Plus} as indicated by the blue pointer), and a derivative detailing whether the quantity is decreasing (downward arrow), steady (zero sign), or increasing (upward arrow). The derivative for Elasticity is not assigned and thus unknown according to the details shown in Figure 1, while for Gravity it is steady. Particularly important are the dependencies defined between the quantities. The I+ implements a positive direct influence (Gravity influences Momentum positively), while the P+ implements a positive indirect influence, also known as proportionality (e.g., Elasticity is negatively proportional to Position, hence P-). The model has one inequality statement, indicating that at start, the ‘Elasticity is smaller than Gravity’.
Figure 1. Qualitative model of a block suspending from a spring fixed to a tree. Friction is ignored. Created with DynaLearn, using Learning Space 4 (Bredeweg et al., 2013).

Figure 2 shows the results of a qualitative simulation of the spring model. It consists of two parts. The state graph on the left consists of qualitative states of behavior linked by arrows indicating what transitions can occur between states. Notice that, unlike traditional simulations, qualitative simulations can be ambiguous, as indicated by multiple possible transitions (e.g., the transition from state 10 to either state 11 or state 1). This ambiguity is a consequence of the lower level of detail in qualitative representations. While ambiguity in traditional simulation is considered a problem, in qualitative simulation it is useful because it shows alternate possible behaviors. In other words, qualitative simulations frame the possible behaviors for a system. Here, there are four unique paths, the shortest being \[1 \rightarrow 2 \rightarrow 3 \rightarrow 4 \rightarrow 6 \rightarrow 7 \rightarrow 9 \rightarrow 10 \rightarrow 1\]. Since they are all loops, we can infer that the system will oscillate and, under the current assumptions, the oscillation will never end.

The right part of Figure 2 shows a set of value histories for a specific trajectory through the qualitative simulation, with qualitative state identifiers being shown on the x-axis. The value history can be interpreted using the qualitative model to construct a causal explanation for this behavior. From Figure 1, a qualitative reasoner can identify that the beginning of the causal chain are Gravity and Elasticity, since they participate as sources in direct influence relationships and are not themselves directly influenced. Both quantities have a magnitude greater than zero (namely, plus), and both directly influence Momentum, although in opposite directions. Since Elasticity < Gravity initially, the negative influence will dominate, causing Momentum to start decreasing. This leads to state 1 in Figure 2. Since Momentum was equal to zero, this negative influence will cause an immediate state transition to state 2, when Momentum is at the Downward value of its quantity space. Because Momentum positively influences Position (I+), this causes Position to decrease. Moreover, because Elasticity is negative proportional to Position (P-), Elasticity will change in the opposite direction and start increasing. Both these results are generated during simulation and part of the reasoning used to construct state 2. The dynamics continue, ultimately leading to the cycle of states shown in Figure 2.
To summarize, this model captures the idea that there is a balance between elasticity and gravity that drive momentum, which, in turn, drives the block’s position, which provides negative feedback on elasticity (Figure 1). When started in an unbalanced initial situation, QR over this model generated the prediction that the block will oscillate up and down. Detecting oscillation and other higher-order patterns of behavior is possible with numerical simulations, but only by providing many more concrete numerical parameters and constructing accurate equations. For this example, the burden of constructing such a numerical simulation would not be too onerous. But for many STEM topics accurate simulations become time consuming to construct and analyze, and end up being black boxes rather than artifacts that students can construct and modify to represent their ideas. Moreover, for early education (up through US middle school), students do not have the numerical sophistication to construct such models. Most elementary and middle school science curricula rely on qualitative, causal explanations. Qualitative models provide a formal representation for directly handling such information and reasoning with it. Existing qualitative reasoning software was used to construct the model of Figure 1 and automatically generate the results shown in Figure 2, and other research has been done to automatically generate natural language descriptions of causal predictions created from QR models. In other words, qualitative representations provide a representation language for domain modeling involving causal, conceptual models about the continuous world. This includes physical situations, but also economics and aspects of social science ideas.

**Related Work**

This section outlines the key ideas of qualitative representations. We start with a brief historical perspective. We summarize representations for ontologies, quantities, and causal reasoning. Then we summarize some representative prior projects that use qualitative representations for education.
Motivations for Qualitative Representations

Improving education was one of the original motivations for the development of qualitative representations. Several early projects that used numerical models and simulations to do domain reasoning in tutoring systems, such as SOPHIE (Brown et al., 1982) and STEAMER (e.g., Hollan et al., 1987), found that numerical models were a poor fit for the kinds of knowledge that students really needed to learn. In the case of SOPHIE, which was aimed at improving electronics troubleshooting skills, the numerical simulation did not capture the causal knowledge that expert technicians had. In the case of STEAMER, experimenting with a numerical simulator of a frigate’s steam propulsion plant turned out to only go so far in training operators of such plants. Like electronics troubleshooting, the operators of complex physical plants need to have causal, conceptual models of how the plant works, so that they can interpret the detailed numerical observations that they are getting from their instruments. The idea of qualitative modeling was born as a way to formalize the tacit knowledge that experts have about such systems.

Approaching qualitative representations as a modeling enterprise led naturally to a separation of domain modeling from task modeling, a distinction that is important for scalability. Traditional expert systems, for example, typically failed to make this distinction, thus interleaving general domain knowledge with knowledge about a specific artifact and a specific task involving that artifact (cf. Steels, 1990). While qualitative representations are often motivated by traditional mathematical models, they have different concerns. Consider for example the ideal gas law,

\[ PV = nRT. \]

Traditional mathematical formalisms do not formalize the conditions under which this equation holds. That requires constructing ontologies that distinguish gasses from liquids and solids, and ideal gasses from other gasses for which this equation is too inaccurate to be used. Qualitative representations include formal representations of applicability and modeling assumptions. Traditional mathematical formalisms do not incorporate a notion of causality. When solving this equation numerically, it is just as reasonable to solve for \( n \) (the number of molecules) given \( T \) (temperature) as it is to solve for \( T \) given \( n \). However, causally, a change in temperature cannot, by itself, cause the number of molecules in a sealed container to rise or fall due to the properties of an ideal gas! Qualitative representations include forms of qualitative mathematics, which can be used to provide human-like causal arguments.

Ontologies

Ontologies are theories of the kinds of things that exist. As such, ontologies form a means of providing information about the applicability of modeled concepts. A scientific or engineering domain is formalized by selecting an ontology and constructing a domain theory, a set of constructs using that ontology that define the kinds of things that models can be constructed out of. Specific models are created via a model formulation process, which constructs models for specific systems or situations out of model fragments from the domain theory (Falkenhainer & Forbus, 1991; Bredeweg, 1992). The particulars of model fragments and the formulation process vary depending on the kind of ontology. Ideally, the domain theory can correctly model the behavior of any system expressible via its model fragments, and provide models that are useful for different tasks. In practice, domain theories tend to be built out initially to cover some initial subset of systems of interest, but unlike more ad-hoc strategies, they can more easily be extended as the need to expand coverage grows.

Five different classes of ontologies have been used in qualitative representations: components, processes, constraints, bond graphs, and spatial aggregates. We ignore constraints, bond graphs and spatial aggregate
here, because we do not know of cases where those ontologies have been used in education. We discuss each of the others in turn.

**Component Ontology**

The idea of the component ontology (de Kleer & Brown, 1984; de Kleer 1984; Williams, 1984; Davis 1984; Genesereth, 1984; Barrow, 1984) is to model systems as components that manipulate materials and conduits that transport materials. The canonical example of a domain well modeled via components is analog electronics. The components are resistors, capacitors, transistors, etc., and the conduits are wires, which transmit charge. Component models are a natural choice for engineered systems that can be characterized as lumped-parameter systems. Automobiles, photocopiers, and power plants all are well characterized by component models at various levels of abstraction.

By associating qualitative mathematical laws with types of components, a model for a specific system can be assembled by “hooking up” instances of component types with the appropriate instances of conduits, just as one would build an electronic circuit by connecting resistors, capacitors, and other components by wires. The library of component types and conduit types constitutes the domain theory for this ontology. An important principle in constructing elements of a domain theory (for all ontologies, but it was first articulated for component ontologies) is the no function in structure principle (de Kleer & Brown, 1984). That is, a model of a component must not include tacit assumptions about other parts of the system that it is connected to. Consider for example a simple electrical circuit consisting of a battery, a switch, and a light-emitting diode (LED). A poor way to model the switch would be “IF the switch is closed, THEN the LED is lit”, since that assumes the existence of the other components and that the battery is not fully discharged. In other words, component models should not assume anything about the system that they are connected to. To support compositionality, properties of system models built with components must have the system properties arise from their combination.

No ontology is universally useful. The component ontology is not a good fit for distributed systems (e.g., modeling the weather), where spatial aggregation models are a more appropriate choice. The component ontology is also less appropriate when modeling systems whose connectivity changes radically during normal behavior. For example, modeling a bouncing ball as a component involves some fairly unnatural choices (e.g., momentum flow, and constantly changing the “circuit” used to model it, due to it striking different objects). Finally, when the material substance itself has substantial properties, and whether or not it exists in particular components can change, a process ontology becomes a better choice.

**Process Ontology**

The process ontology reifies continuous processes as the agents of causal change. For example, in Qualitative Process (QP) theory (Forbus, 1984), the world is modeled as physical objects whose continuous properties are described by quantities. Complex fluid/thermal systems, chemical engineering, commonsense physics, and container models in physiology have been modeled via QP theory.

The domain theory in a process ontology consists of types of objects (e.g., thermal objects, contained liquids) and types of processes (e.g., fluid flow, boiling). Given a description of a specific situation, model fragments are instantiated to provide the causal laws governing entities in the system (e.g., treating the coffee in a cup as an instance of the contained liquid) and introduce new entities (e.g., the flow of heat from the coffee in the cup to the surrounding environment) as needed to construct a causal model of what can be happening in that situation. The relevance of model fragments is gated to large degree by ordinal relationships between parameters, hence a qualitative simulator can infer that once coffee reaches room temperature, it will remain at constant temperature.
While the process ontology is useful in many domains, it is not appropriate for analog electronics. Modeling electronics in terms of processes would require thinking about charge flow, and reifying processes along each conduit in the system. For most components (including nodes where multiple connections come together), there is no charge accumulation. Thus a process model would involve many more conceptual entities while providing no additional insights. Any modeling idealization where the materials do not accumulate within the system (except for certain components) will similarly be a poor choice for process modeling.

**Representing Quantities**

The continuous properties of an entity or system, such as volume, temperature, and height, are treated as quantities in qualitative reasoning. By quantity, we mean what in logic is called a fluent (i.e., something that can take on specific values at particular times). The coffee in a cup has a temperature, that is, a quantity, and that temperature takes on different values as the coffee is heated or cooled. In traditional mathematics, the values of quantities are specified as elements of the real numbers, and in numerical simulation, as floating point numbers. Qualitative representations involve weaker, less detailed information than either of these. The goal of qualitative representations of quantities is to find minimal amounts of information that suffice to draw powerful conclusions about continuous systems.

Two important kinds of qualitative representations that were used in the spring-block example of Figures 1 and 2 are ordinal relations and signs of derivatives. Ordinal relations are statements about whether or not two quantities have the same value, or if one is less than or greater than the other. Ordinal relations are an important qualitative description because applicability conditions for model fragments often depend upon them. For example, heat flow stops when the temperatures of two connected entities become equal. Signs of derivatives—which are ordinal relationships between the derivative of a quantity and zero—are important because they capture directions of change. For example, the temperature of hot coffee is initially decreasing, after first being poured, and after some time, when the temperatures equalize, it becomes steady. This is why ordinal relationships are such an important constituent of qualitative state.

It is often useful to completely specify quantity spaces, so that ranges of values are mapped to a finite set of symbolic values. In Figure 1, for example, Momentum is mapped to three values {Upward, Zero, Downward}. Temperatures when phase changes are being considered might be mapped into {AbsoluteZero, Solid, Melting, Liquid, Boiling, Gas}, where each value is less than the subsequent value. Notice that these come in alternating interval/instant pairs, i.e., AbsoluteZero, Freezing, and Boiling are all points, whereas Solid, Liquid, and Gas are intervals. Point values are often called landmark values because they are typically introduced to capture when phenomena changes. However, some simulation strategies allow the introduction of additional landmarks, so that phenomena such as decaying oscillations or pumped circuits can be described in value histories.

Model fragments are one way to introduce landmark values. However, other criteria can be useful as well. For example, in reasoning about economics it is common to talk about when mortgage rates are high versus low, and large versus small population sizes in ecology. Some research has been done on ways to do this automatically (e.g., Guerrin, 1995), but making such choices still requires skill on the part of the domain modeler.

Key to QR about quantities is the notion of continuity. Even qualitative values preserve a form of continuity: If in one state A>B, then in the next state it cannot be the case that A<B. Instead, there must be an intermediate state in which A=B, barring some kind of discontinuous change. (Models of impulses have been created, but these are not widely used.) There is also a constraint between the duration of a qualitative state and the change in ordinal relationships that gave rise to it. A change from equality takes only an
instant (as with State 1 of Figure 1), whereas a change to equality requires an interval of time. This means that the duration of qualitative states can be divided into two categories: instant or interval.

**Causality**

Quantities are constrained by qualitative mathematical relationships. There are two broad families of such relationships. The first are confluences, a form of equation typically involving sign values. Confluences are almost always used with the component ontology. The second are influences, which provide directional constraints. The choice of relationship also implies a choice of causal argument construction for between-quantity relationships. With confluences, it is assumed that some perturbation is applied to the system, and the flow of information during propagation of that perturbation through the system is treated as the causal explanation for the changes. In a typical transistor amplifier, for example, increased input voltage causes an increased voltage to the base of the transistor, which causes an increased flow of current between the transistor’s emitter and collector, which causes a drop in the voltage at the output of the transistor. Notice that this explanation moves freely between changes in voltage causing changes in current, and vice versa.

With directed relationships this does not happen. Instead, the direction of causality is encoded in the direction of the relationships. In Figure 1, for example, changes in Elasticity cause changes in Momentum, thanks to the I+ relationship between them (called a direct influence). To be sure, tracing through the influences in Figure 1, the alert reader will notice that there is causal chain of I+, and P- that goes back from Momentum to Elasticity. This is an example of feedback. The P+ and P- relationships, also called indirect influences, are functional, that is, they indicate that one property (here Elasticity) is a function of another (here Position), but in keeping with the nature of qualitative mathematics, we do not know the precise form of the relationship. We only know that for P+, if all else is equal, increasing one causes an increase in the other, and for P-, again if all else is equal, increasing one causes a decrease in the other. The direct influences, on the other hand, indicate integrals. That is, I+ indicates that the derivative of Momentum is a sum that includes Elasticity as part of it, and the I- indicates that Gravity provides a negative contribution. Direct influences break causal loops, leading to a clean ordering of causal events. That is, causality proceeds from direct influences (so named because they are considered to be the imposed by some (perhaps unnamed) process) through indirect influences, based on the directions encoded in the primitives themselves.

**Examples of Educational Software using Qualitative Representations**

Given that education was one of the motivations for exploring qualitative representations, it is perhaps not surprising that multiple types of educational software have been built using qualitative models. We summarize three kinds of such software here: within-state QR, multi-state qualitative simulations, and hybrid qualitative/quantitative systems.

**Within-state QR**

Much of the curriculum content of elementary and middle-school science concerns qualitative causal models of what is happening in a single qualitative state. Helping students understand how to carve up the unruly world into idealizations that can be more concisely modeled has been the focus of several systems that use concept maps as a visual means of enabling students to express their qualitative models. The vocabulary of relationships is constrained to be constructs from qualitative modeling, albeit with student-friendly names. For example, Betty’s Brain (Biswa et al. 2015) asks students to teach Betty, a simple artificial intelligence (AI) system, about domains such as stream ecology. They do this by constructing qualitative models, using concept maps, connecting quantities via influences. Their Betty is then quizzed,
and the students vie to see whose Betty does the best. This teachable agent approach is extremely motivating. Similarly, VModel (Forbus et al. 2004) has students building concept maps involving entities, quantities, and processes as well as influences. This helps them learn about the distinction between extensional and intensional quantities, as well as specific domains such as ecosystems. A key feature is that VModel automatically produces English explanations of causality based on the representations they use in their model. When an explanation does not “sound right” to the student, they are motivated to fix their model in ways that, due to the design of the system, make it more accurate.

**Multi-state Qualitative Simulation**

DynaLearn is an interactive learning environment (Bredeweg et al., 2013) that allows learners to acquire conceptual knowledge by constructing and simulating qualitative models. DynaLearn is based on Garp3 (Bredeweg et al., 2009) and uses diagrammatic representations for learners to develop their ideas. A key feature of DynaLearn is the notion of learning spaces (LSs), a set of knowledge construction workspaces that progress from simple to complex, and as such scaffold the development of systems thinking on behalf of a learner.

DynaLearn has 6 spaces. LS1 focuses on concept maps. LS2 introduces learners to the distinction between structure and behavior, particularly, the notion of quantities and changes (increase/decrease) propagating through the system; LS2 relates to the approach taken in Betty’s brain. LS3 introduces simple multi-state simulation. Landmarks can be defined that identify threshold values of quantities for which the system changes behavior. LS4 supports learners in distinguishing different types of causality (notably direct and indirect influences) and working with feedback loops. A LS4 model is shown in Figure 1. LS4 relates to VModel, but also allows for multi-state simulation. LS5 refines LS4 by making it possible to specify conditions under which specific parts of the model are true. The goal of LS6 is to have learners acquire generic knowledge of processes and system behavior, and how that generic knowledge instantiates to particular situations. Learners therefore create scenarios and domain theories. The latter is captured as a set of model fragments. LS6 models can become advanced, reflecting expert-level understanding.

To further aid learners in systems thinking DynaLearn is equipped with recommendation components capable of generating knowledge-based feedback, and virtual characters implementing an engaging interaction with learners.

**Hybrid Qualitative/Quantitative Systems**

The explanatory capabilities of qualitative representations can provide a useful complement to numerical analyses and simulation. For example, CyclePad (Forbus et al., 1999) is an articulate virtual laboratory that enables students to explore ideas in engineering thermodynamics by “building” designs and analyzing their performance (Figure 3). CyclePad uses qualitative representations in several ways. First, it uses ordinal constraints as reality checks on student designs: a design that tacitly assumes that a pump creates, rather than consumes, work is contradictory, and such contradictions and the assumptions underlying the contradiction are displayed for students. Second, it uses an automatically constructed teleological model of the student’s design (Everett, 1999) and quantitative benchmarks to help students understand the real-world impact of their design choices. A power plant that produces less energy than a candle, for example, is a poor design. CyclePad remains in use by students and classes in multiple countries, over 15 years after the end of its funding.
Figure 3. CyclePad – Using qualitative representations with numerical analysis to help detect inconsistent designs.

A problem that bedevils STEAMER-like systems in this category, where qualitative explanations are layered afterwards on top of an existing numerical simulator, is that there can be mismatches between the qualitative and quantitative aspects of the system. One way to avoid this is to automatically construct the numerical simulator from the qualitative model, using a domain theory that contains both qualitative and quantitative model fragments. This idea, called self-explanatory simulators (Forbus & Falkenhainer, 1995), encodes a form of the qualitative, causal reasoning that a domain expert would do in creating a simulator into the software itself. The simulator produces numerical values, the way a traditional simulator does, but also produces a concise history of qualitative episodes that, with an index of causal relationships produced at compile time, enables systems to accurately generate causal descriptions of behavior to complement the numerical behaviors. Self-explanatory simulators were used in a NASA-sponsored Principles of Operations resource about Deep Space One aimed at middle school students and in a curriculum on ecosystems (Mars Survival Station) fielded in the Chicago Public Schools (Forbus, 1996).

Discussion

This chapter reviewed ideas underlying qualitative representations and their use in qualitative causal models. It discussed alternative representation and reasoning approaches, the construction of qualitative models, and ways in which such models are used for education.

Although there have been several successful applications of qualitative representations in education, these only scratch the surface of what is possible. There are opportunities to apply qualitative representations across STEM education. For elementary and middle school, simpler within-state qualitative models are likely to suffice for most purposes. For high school and university students, multi-state qualitative simulations should be added to the mix. To fully realize these opportunities, however, several hard problems need to be tackled:

http://www.qrg.northwestern.edu/projects/vss/docs/index.html
(1) Helping students map from the everyday world to abstractions. For tutoring systems to do this, they need to have a much broader understanding of the domains in which they are operating. In the limit, natural language interaction about the situation or system being modeled would be useful. This requires broader knowledge bases, containing knowledge about the everyday world as well as cultural knowledge, the latter which might be harvested from the Semantic Web.

(2) Providing good summarization and debugging facilities for multi-state simulations. There has already been useful research on this (de Koning et al., 2000, Bouwer and Bredeweg, 2010), but more needs to be done.

(3) Building an open, common repository of interoperable domain theories would greatly facilitate the construction of future intelligent tutoring systems.

It is worth mentioning that the use of qualitative representations within tutoring systems can support different pedagogical strategies. In the “learning by modeling” approach as deployed in DynaLearn, learners actively construct knowledge graphs and simulate these. The teachable agent paradigm also requires learner to create diagrams, but opens up a new dimension by suggesting that the learner teaches the virtual character and thereby transforming the situation into “learning by teaching”. In approaches such as CyclePad the qualitative representations are not shown explicitly to learners. Rather, they act as an instrument to detect inconsistencies in the designs created by a learner and to automatically generate explanations. It would be interesting to further explore alternative pedagogical strategies. For instance, using qualitative representations as the basis for interactive virtual environments (Cavazza and Simo, 2003) and applied games.

**Recommendations and Future Research**

Regarding the Generalized Intelligent Framework for Tutoring (GIFT) specifically, we recommend the following:

- Incorporating both within-state and multi-state qualitative reasoners as modules that can be used by GIFT authors. We suggest using Garp3/DynaLearn for multi-state QR, since it is publicly available and has the most developed suite of tools for such purposes. Within-state qualitative reasoners have also been built in the context of DynaLearn.

Regarding future research, we recommend the following:

- Research on the tradeoffs in using different levels of qualitative modeling across different STEM education topics and age levels. Our hypotheses about when within-state versus multi-state reasoning are appropriate are based on our experience and informal surveys of relevant curricula, but there is not enough experience yet to have solid evidence about this issue, as well as which hybrids of qualitative and quantitative techniques work best for different educational purposes.

- Research on scaling up domain theories. This includes both how such domain theories can be constructed, via learning by reading, interactive instruction of AIs via domain experts, and models of misconceptions by data mining over fielded tutoring systems. It also should include research on knowledge integration, e.g., how to combine domain theories that involve different levels of assumptions concerning granularity, perspective, and operating assumptions, and how to do model formulation with domain theories that are closer in size and scope to the best human experts.
Further developing and evaluating the use of qualitative representations in the context of alternative pedagogical strategies, including virtual environments and applied games.
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Overview

A domain model can incorporate a rich and realistic context in a tutoring environment. Domains can be modeled to provide an environment with “real-world” look and feel with a suite of behaviors that create a dynamic context for learning. The construct of “context” is often seen as something objective or completely physical in the world. A domain model for a construction crane simulator may define properties and behaviors of the crane to include its lift capacity and boom length, and will define objects in the world that act upon the crane and vice versa. However, the context of human behavior is also conceptual and subjective. Conceptual context is relational and affected by perceptions, and thus is often dynamic. Domain models should capture how context is conceptually constructed through and during interactions of monitoring, moving in, and manipulating the world.

We adopt a socio-technical approach to domain modeling to adequately capture and model how understanding of context develops in activity, and people’s activity within that understanding. Our approach to domain modeling includes a spatial/geographical model, cultural features and artifacts, and information systems, to reflect a broad meaning of “context” that includes what the learner is doing physically and mentally, how the learner is conceiving what the learner is doing (which in more general terms is less defined than tasks), and what the learner is perceiving in the environment. In other words, the context for behavior is always conceptual, and is about a socio-technical, physical world in which the person is an actor.

In this chapter, we present a methodology for modeling domains that employs a socio-technical framework for capturing the activities of individuals and the socio-technical context. We discuss the need for both task analyses and psychosocial activity analyses and how those methods vary for different domains. We describe a computational tool used for building and running these models and summarize several applications of this approach. Finally, we present new work that employs these models for predictive analysis in simulations of uncertain, complex threats, and conclude with implications for domain modeling in intelligent tutoring systems (ITSs).

Introduction

Remarkable advances in artificial intelligence (AI), human-systems integration, and digital communications are providing automation systems of unprecedented sophistication. In this chapter, we use the term AI to describe an agent that can serve one or more humans as an intelligent assistant in either actual systems or in training simulations. An AI onboard an aircraft could, for instance, monitor the aircraft, interpret and carry out pilot commands, and advise the pilot as to aircraft and system status, mission progress, threats and alerts. People and agents are part of a socio-technical system, so the functions of the AI and the pilot in our example go well beyond the mechanics of maneuvering the aircraft. Rather, people and agents are inherently part of a network of operations that may involve ambiguous communications and dynamic roles and responsibilities. Combat sorties, for example, require considerable interaction within and across aircraft and remotely with people (and agents) on the ground.
ITSs employ domain models that simulate the behaviors and performance parameters of a diverse range of entities, from space shuttles to tactical radios, including the simulation of human activity—such as air battle managers (Freeman, et al., 2003) to village tribal elders (Johnson & Wu, 2008). However, there is seldom evidence of socio-technical factors in conventional approaches to domain modeling. Most modeling frameworks are not adequate to represent the effects of socio-technical phenomena because they focus on functions and tasks rather than group interactions and chronological activities, do not relate perception to activities and physical interaction, and/or focus on prescribed processes rather than practices.

The need for domain models to capture and reflect socio-technical processes arises in most contemporary tutoring applications, as today’s workforce must be trained to be proficient in an information-rich, networked, digital, automated world. In some instances, the socio-technical context is not just backdrop enrichment but an explicit focus of the learning; ITSs are being developed that include training for detecting and overcoming problems with socio-technical lapses.

For ITS developers serving such communities, the need to train personnel to overcome such disruptions calls for new domain modeling constructs. Simulation approaches grounded in discrete models sensing and acting independently serve only to exercise how each model behaves and reacts within the confines of the assumptions of the modeler, which are often limited to technical factors. While a communications disruption, for example, would adversely affect discrete entities comprising an overall domain model, it may also have devastating systemic effects on the way people and intelligent systems work together. The unanticipated, subtle socio-psychological effects of factors like denied communications can disrupt coordination and degrade trust. Many unknowns surround how even slight disturbances in team interactions can portend serious downstream consequences.

Domain models are needed that can properly capture work practices of the socio-technical system (Clancey 1993). With teams in complex, highly engineered environments relying increasingly on advanced collaborative and technological work systems, an urgent need has surfaced for a more robust capability to train these teams to succeed when faced by both nominal and adverse conditions. In the rest of this chapter, we present an innovative application of Brahms, a sophisticated and proven work practice analysis simulation (Clancey, et al., 1998; Clancey, et al., 2013). We introduce models and a testbed built to support training, research and concept development for human-automation teams to achieve success in overcoming socio-technical disruptions. Before we present our socio-technical domain modeling approach, we provide in the next section a brief discussion of Brahms to contextualize the remainder of this chapter.

**The Brahms Work Systems Framework as Domain Model**

Brahms is a work practice modeling and simulation framework used in designing and implementing work systems. It is particularly useful for activity systems with distributed teams with different roles and responsibilities using automated information processing and model-based tools. In that sense, it is well suited for modeling a diversity of domains with rich levels of interpersonal and physical interactivity, as is required for many ITS applications.

**Socio-Technical Work Practice Simulation**

A work practice simulation represents chronological, located behaviors of people and automated systems. In contrast with task models, which represent abstractly what behaviors accomplish (i.e., technical functions; Schön, 1987), a behavioral model represents what people and systems do, called activities (Leont’ev, 1979; Clancey, 2002). Activities include monitoring (looking, attending), moving, communicating, reading and writing, all of which require time and occur in particular places with other people,
tools, materials, documents, and so on (Suchman, 1987; Lave, 1988; Ehn, 1989; Wynn, 1991). In terms of work, a function/task model abstracts what a person or system does (e.g., “determine location”), while a cognitive-behavioral model of practice represents how the work is carried out in the world (e.g., simulate a person moving, changing the state of a control, perceiving a display’s representation, and recognizing a problem). An activity framework enables modeling how knowledge and expertise of distributed teams are applied in practice, which includes noticing and characterizing a situation as being problematic and defining goals and methods for handling the situation (Jordan, 1992; Clancey, et al., 2005).

In simple terms, most cognitive models describe knowledge and operations for transforming information and world states. A Brahms activity model includes this cognitive aspect but casts it within the larger simulation of processes and physical interactions in which operations occur in the world. From a psychological perspective, activities are how people conceive their day-to-day affairs as social actors manipulating tools, representations, and other objects while they move and communicate in some physical setting (e.g., going to the grocery store to buy dinner). Activities are ongoing conceptions of “what I’m doing now” (Clancey, 1997); they encapsulate roles (“whom I’m being now”; Wenger, 1998), norms (“what I should be doing now”; Lave and Wenger, 1991), and progress appraisals (“how well I’m doing”; Feltovich, et al., 2008). In this respect “the context” and “the situation” are conceptual; the Brahms engine is designed to simulate how activity conceptualizations are activated, prioritized, interrupted, and resumed psychologically, as perception, inference, and communications modify the agent’s concept of “what I should be doing now.”

The Brahms multiagent framework can thus model: (1) people’s beliefs and behaviors (their activities, including communicating and moving), (2) objects with behaviors (e.g., instruments, devices, vehicles, computer agents), and (3) representations (e.g., documents, displays, diagrams) (4) in a physical setting (e.g., cars, offices, roads, regions). These are all constructs in the Brahms modeling language, which is a formal programming language that is compiled and interpreted by a Brahms virtual machine (VM). The VM loads compiled models, runs a simulation by interpreting the compiled code, and generates log files and history files that can be used to analyze the results of the simulation. The VM enables Brahms to be integrated with simulations running on other platforms, which may require integration modules using network application programming interfaces (APIs) to establish communications and synchronization.

Although our focus here is domain modeling for ITSs, we note briefly that Brahms simulations can serve many purposes. Brahms was developed as a tool for facilitating systems-level thinking about both formal procedures and implicit cultural practices. As a behavioral simulation, it enables what-if analysis and experimentation with more scenarios having complicated interactions than anyone could either generate manually or anticipate (e.g., see Clancey, et al., 2013). Brahms can serve as a “total system” design tool to promote multidisciplinary collaboration at design time, enabling relating and objectifying perspectives so people are learning about each other’s work, methods, and concerns and thus are better able to discover and reconcile design tradeoffs. A Brahms simulation is also useful for communicating designs to other stakeholders, such as managers and adopters. Brahms simulations can generate metrics for predicting probabilities of different kinds of outcomes, costs, timings, etc., to justify further concept elaboration and verify designs; these metrics are more precise than task and workflow models by virtue of representing spatial-temporal interactions in more detail.

**Brahms Design Process Overview**

Brahms agents can run on different computer platforms and communicate using a variety of network protocols using a service-oriented architecture with VMs. Agents send messages in structured natural language—facilitating interaction with people. These agents can be integrated with simulation-based ITS environments (e.g., to simulate other entities in a tactical simulation), as well as software and hardware
elements. Bringing together the systems engineering phases that Brahms facilitates—analysis, design, evaluation, and experimentation—with implementation itself, Brahms enables a simulation-to-implementation research and development (R&D) methodology (Clancey et al. 2008).

The work systems design approach seeks to properly relate people, technology, facilities, and work processes into a coherent system of interactions. In considering the larger sociotechnical system in which human-automation interactions occur, work systems design aims to develop human-centered systems by which technology is designed as a tool that fits organizational roles, protocols/procedures, communication practices, facilities (e.g., physical layout), and especially the need for strategy, improvisation, and workarounds. Accordingly, we have developed a methodology of empirical requirements analysis that iteratively improves system designs by experiments with prototypes that combine ethnographic observation, work practice modeling, and what-if redesign of the system (Clancey et al. 2005).

To evaluate a work system design and its technology, we need to know how the total system will perform. For example, the effectiveness of an Apache pilot is evaluated in the context of the overall mission objectives. The information it provides and its actions are potentially relevant and important in the coordination and outcome of operations potentially involving many distributed agencies and teams. Work practice simulations enable us to understand and predict how distributed people and automated systems will interact, producing sequences of events that may be unanticipated and together constitute the output or accomplishment of the total system.

Crucially, Brahms models are crafted to be general and adaptable, so they can be configured to simulate a large space of scenarios. This enables verifying that the total system design satisfies success criteria (or fails appropriately) in a wide range of conditions and finding ways of optimizing it under different workload and other contextual assumptions. In this respect, the simulation becomes a research and experimentation tool for defining, exploring, and understanding the range of scenarios that may occur, refining roles, protocols, tools, and automated systems to cope with extreme, non-routine variations that may occur (e.g., see Clancey et al., 2013).

To accomplish this flexibility, people, technology (manned aircraft, unmanned aerial vehicles, computer systems), and the environment (e.g., remote facilities and the topographic model of the operational environment) are modeled as separate entities with their own internal behaviors (i.e., interactive, dynamic processes). Different entities interact by communicating (e.g., data transmission, email, loudspeaker), observing through sensory systems (e.g., human perception), and direct manipulation (e.g., external controls).

In summary, the main idea of work systems design is to develop technology by a systematic, scientific methodology that contextually relates technology to human practices that involve people playing different roles using automated systems in a simulated environment (Sachs, 1995). The work system design methodology incorporates participatory design (making “users” of technology part of the R&D team; Greenbaum & Kyng, 1991), participatory observation (i.e., providing researchers access to the operations team & work setting; Spradley, 1980), ethnographic studies (placing work systems in a socio-cultural context; e.g., Suchman, 1987; Jordan, 1992), and work practice simulation (modeling the behavior and interactions of people and technology on multiple design levels in different simulated conditions). Brahms simulations incorporate a great deal of detail, but provide a way of organizing and understanding the details of different system components and how they interact in time and space.
Domain Modeling: Socio-Technical Factors and Requirements

Domain Modeling Characteristics and Requirements

Developing tutoring systems to train personnel to succeed with each other and in concert with information systems requires domain models that capture the context and contribution of human and autonomous system behaviors, particular for learning objectives related to conditions of degraded command, control, and communications (C3) and automation support. An overall simulation or ITS requires fully interoperable models and valid environments grounded in theories of human cognitive and social systems. The domain modeling must therefore support total system simulations—incorporating models that define and relate assumptions about people and their work practices, roles, and protocols; representational tools and interfaces; facilities and layout; autonomous vehicles and other forms of autonomy; external threats; and the physical environment. This approach to domain modeling can best support training for the complexity and range of possible scenarios in complex, fluid socio-technical environments.

Domain Modeling Gap

Tutoring systems and simulations that situate instruction in socio-technical contexts generally adopt an object-oriented domain modeling paradigm where affordances in a domain (e.g., a computer display) encapsulate a set of behaviors. Behaviors can be scheduled or triggered through an action or event, or by proximity of the user or another entity. While tractable and reusable, this approach is not intended to capture a continuum of disruptions and thus generally embodies fixed assumptions, including conditions (nominal), user roles (immutable), order and duration of tasks (consistent), and access to and reliability of information (uninterrupted and correct).

Another approach that could support more robust socio-technical domain models is workflow modeling, supported by recent industry standards like the Business Process Execution Language (BPEL), an extensible markup language (XML)-based language with structured programming concepts. Workflow models, though, are based on a functional flow-based abstraction that models defined tasks and operations such as those formalized in business procedures and are thus ill suited to capturing the dynamics and uncertainties of complex operations in contested environments. Some systems such as I-X (Wickler, 2007) have an “activity” construct, but the interpretation is in terms of functions (tasks) and plans. Such models do not include or model how “off task” activities are performed, such as managing disruptions and providing assistance to teammates. For this reason they typically do not model “a day in the life” of an individual working with other humans and with automation, particularly under off-nominal conditions.

A different approach to modeling agency in a domain is to apply a Belief, Desire, Intention (BDI) framework (Bordini, et al., 2005). While this approach offers some utility in agent-based modeling, BDI systems are not sufficient because they do not, generally speaking, model objects, people, and systems as independent processes interacting in a simulated environment. For ITS domain modeling, in particular, BDI frameworks would have deficiencies in modeling the “total picture” including the environment (places, buildings, roads), where the agent is located in the world, how perception is affected by the agent’s location, how perception is affected by the agent’s conception of the present activity, and behavioral interactions among objects and systems. For domain modeling of the type we are discussing, namely, training personnel for human/autonomous operations in denied or contested environments, BDI frameworks are not equipped to model how, when, and where people interact with computer interfaces; protocols of how people carry on a conversation; or chronological activities in “a day in the life” of each agent.
Another, related approach is to employ cognitive modeling principles for capturing the behavior of intelligent agents and systems in a domain model. Commonly used architectures such as Soar and Adaptive Control of Thought—Rational (ACT-R) share with Brahms the basic cognitive distinction between declarative memory (beliefs) and procedural memory (activities/workframes). Cognitive modeling approaches, though, emphasize how behavior is the product of internal neuropsychological encoding, retrieval, latencies, and other cognitive phenomena. While they may model relevant reactive and inferential capabilities, cognitive agent architectures based on theories of human thought and reasoning are not designed to model the sort of embodied theories of attention, deliberation, and action that locate all actions, including mental operations, within a physical setting. This limits the reach of strictly cognitive approaches in modeling how distributed, multi-actor activities, functions, and tasks are accomplished in practice (Lave, 1988).

Bridging the Domain Modeling Gap with Brahms

Domain models for ITSs must support, as we have discussed, a broader socio-technical context, particular for training learners to successfully continue to perform with each other and with their automation systems under degraded circumstances. The gaps presented above can be bridged through a modeling approach using Brahms, because as described above, it is based on socio-cognitive theories of perception, inference, communication, and collaboration (for example, Ehn 1989; Greenbaum & Kyng 1991; Sachs 1995).

Brahms includes the reactive and inference modeling capabilities of other computational architectures based on theories of human thought and reasoning, but is based on an embodied theory of attention, deliberation, and action. Brahms combines an agent’s internal state (possible/incomplete activities, plus beliefs, which can represent plans and goals) with a complex modeled environment to determine next behaviors.

In contrast to workflow models, Brahms’ activity-based approach represents how functions are carried out in practice (Greenbaum & Kyng 1991; Sachs 1995). This emphasis on “what actually happens in practice” distinguishes Brahms from frameworks that abstract work into functions and tasks. Brahms is a descriptive (behavioral-cognitive) model with prescriptive design implications. In contrast, many representations used for instruction are purely prescriptive/normative; they specify what is supposed to happen, omitting particulars of when, where, with whom, using what tools, etc., that an activity model represents. For example, a workflow model might indicate that a job is conveyed from one office to another; an activity model would indicate how that happens, such as using an online dropbox, using the server for the dropbox, defining who uses the dropbox software and who uses what computer, noting its location, determining how the software is used (e.g., referring to a sheet of paper?), and detailing what the person does when required data are missing. This inclusion of “practical” and “logistic” aspects of work, beyond often well-articulated definitions, rules, and procedures, gives Brahms-style activity simulations advantages for tutoring how to carry out a technical task in a complicated environment.

Brahms is distinguished from BDI systems (e.g., Jason and AgentsSpeak) by modeling an agent’s conceptualization of activities as parallel-hierarchical processes in the subsumption architecture. This allows modeling how activities are like identities that blend and contextually change what is perceived, how communications are interpreted, and how tasks are prioritized.

Brahms also contrasts with cognitive modeling frameworks that focus on simulating “the mind of the agent”. Of particular importance to modeling human/autonomous operations in austere or contested environments is locating all mental activity and physical actions in space, which Brahms inherently supports. The Brahms engine simulates where every agent and object is located at every clock tick, as well as what
can be heard or seen at each location, such as whether an agent can hear someone speaking nearby. Although not intended to be a general spatial representation language, the Brahms language provides constructs and built-in operations that support modeling the environment and processes within it. If, for instance, an agent/object contains or holds another agent/object, as in an aircraft with a pilot, then the location of the contained object (the pilot) is updated automatically when the object that holds it (the aircraft) moves.

Modeling domains characterized by interactions and, potentially, disruptions to those interactions is support by Brahms’ capabilities to simulate chronological, located behaviors, meaning, how functions and tasks are accomplished in practice. Actions involve perception and motion in space and may involve interruptions, metacognition, informal assistance from others, or workarounds. Brahms explicitly models context-sensitive perception, and its subsumption architecture allows composed activities at different levels of abstraction to “run” in parallel (e.g., handling an incoming request is contextual, reflecting the agents’ current roles and activity norms). This subsumption architecture distinguishes Brahms from conventional object-oriented programming as workframes may become active and interrupted or resumed in an activity hierarchy.

Brahms is thus designed to simulate the interactive behavior among people, systems, and the environment (e.g., how a pilot interacts with an onboard associate and coordinates with unmanned aerial system [UAS] crew operating supporting aircraft). Such behaviors can be observed, described, formalized, quantified, and predicted in Brahms. Emphasis is on modeling the “total system” to understand and simulate emergent outcomes, which are the product of what is happening in the world.

**Brahms-CAST: Socio-Technical Domain Modeling of Denied Environments**

In this section we present an example domain modeling effort intended to enrich simulation-based training in a specific tactical context. Although the training system in this example is probably better characterized as a simulation than as an ITS, we believe that the domain modeling aspect of this example illustrates how a socio-technical modeling framework can support technology-mediated training in general, and that the lessons from employing this approach in tactical simulations apply equally well to ITSs.

The abbreviated description of our preliminary design in this section illustrates a socio-technical approach to address the gaps detailed earlier in this chapter. Specifically, we are creating a simulation testbed that models a complete scenario, incorporating the agents, aircraft, and systems for C3, navigation and targeting as well as facilities, geography and threats. This domain model, called the Brahms Contested Airspace Simulation Testbed (Brahms-CAST), can be integrated with simulation-based training environments and enrich learning by incorporating socio-technical factors and effects into a mission scenario (such as in Farkin, et al., 2004). Brahms-CAST can also support the development of ITS, by providing domain models with the ability to exhibit and respond to socio-technical actions and events.

The example focuses on training personnel who work closely with automation systems to detect, diagnose, and work around disruptions. “Disruptions” can interfere with human-human teamwork as well as with interaction between an individual and an automation system. Consider, for example, disruptions to communication. Benign events like atmospheric or solar storms can degrade communications; hostile acts such as jamming, spoofing, and cyber-attacks can also adversely influence human-automation teams. Individuals and teams must be prepared to detect, diagnose, repair, and restore services while maintaining continuity and minimizing risk. And they must do so in close collaboration with their automated systems (which may or may not be reliable or even operational).
Willful disruptions to communication and networks is one of a cluster of hostile actions categorized as anti-access/area denial (A2/AD), a growing concern that is occasioning discussions among military leaders about training. A2/AD is a broad label intended to include threats to US forces’ regional access and freedom of action. Because A2/AD strategies may include cyber-attack, electronic jamming, or kinetic damage to network facilities, military personnel must be trained to overcome disruptions to C3 and lapses in automated decision support capabilities while continuing the mission. There is thus a need to train combat forces to overcome threats that alter the way people work with each other and with their information systems.

Scenario

A key requirement in developing the domain model is identifying the critical phase(s) of an overall activity during which emergent interactions may occur and have a bearing on the intended purpose of the simulation, such as planning, training, or developing procedures. Our methodology thus begins with developing a scenario to identify the players and properly contextualize the activities to be modeled. In the case of Brahms-CAST, the scenario is a hypothetical sequence of events depicting an A2/AD action against US air combat forces by a fictitious near-peer adversary. In the nominal, or baseline scenario, four F-16C tactical fighter jets launch to conduct a mission with a standard sequence of preflight, taxi, takeoff, tanking, push point, initial point, target, and return to base. The formation departs Hill Air Force Base (AFB), performs air refueling with a KC-135 Stratotanker, conducts tactical mission checks with the E-3 airborne warning and control system (AWACS) aircraft, and flies to the target in the Tonopah Test Ranges. The scenario defines the players, locations, timelines, and in general terms, the sequence of events.

The top-level entities we created are a formation of four F-16s, the AWACS, and the Stratotanker. The latter two were modeled to fly appropriate flight paths and to communicate with the F-16s for air battle management and air refueling, respectively. We placed greater emphasis on the fidelity of the F-16 models. The adversary agents in the scenario represent the source of electronic warfare (EW) effects (i.e., jamming and spoofing).

We also identified the equipment and systems needed to complete the mission. This enables the Brahms-CAST system to simulate, for instance, the processes activated when one pilot communicates with another. Figure 1 demonstrates the intermediate steps of such a transmission.
Domain Modeling

Once the scenario has been specified, our domain modeling process proceeds in two principal steps: specify (the outcome of which we refer to as a model sketch) and design (the outcome of which is the domain model created in Brahms). While scenarios guide the model specification process, the focus must be on modeling the domain in a general way, including the people, instruments, automated systems, and other objects. Conventional approaches to modeling failures and other off-nominal states tend to focus on the details of the particular failure mode but seldom go farther to understand the normal operations in the manner that a general model requires (i.e., a model that can be run on a wide variety of scenarios). These approaches are unlikely to yield models that represent how an activity is carried out normally in practice or how an automated system such as an instrument or display normally operates. A baseline domain model should therefore capture in considerable detail the normal practice for activities that will be affected by scenarios in which special events of interest occur. The specification process is thus performed in great detail because of the importance of getting the models correct—all subsequent scenario runs, variations, and analyses are based upon the correctness and completeness of the model sketch.

From the scenario, we developed the domain model using our work practice methodology and implemented in Brahms. It is important to note that the model, although derived from the scenario, is not a “hard wired” model but a domain blueprint that is variable depending on initial conditions and assumptions. Part of the novel utility of this approach is the ability to run the model over numerous scenarios and analyze outcomes and how different assumptions and conditions can lead to different patterns of results.

The model sketch elaborates the scenario by describing in detail the specific actions, behaviors, and alternative courses of action the agents in the scenario are capable of exhibiting. As a brief example, we discuss the portion of the model sketch devoted to the Push phase of the scenario. As the formation (designated Viper 01 Flight) approaches the push point, they check in with the Airborne Warning and Control System (AWACS), call sign “Darkstar”. The model sketches both communications and activity, as illustrated in the short excerpt below:

Figure 1. Schematic depiction of socio-technical modeling of air-to-air communication.
Tactical Check-in:

- Flight Lead checks in with AWACS and passes the following items at a minimum:
  
  - Flight/Package status with any alibis, direction, requests (as fragged, rolex, msn change, etc.). AWACS will initiate a Bullseye Check and Flight Leads will acknowledge, #2/3/4 by exception. Request Parrot/India check to ensure all Modes/Codes are properly identified.

Aircraft Check-In:

  
  - Viper 01: “AUX, Viper flight push PRI FMT 001, AUX SECURE.”
  - Viper 01: “Viper 01 check FMT 001.”
  - Viper 02-04: “2,3,4.”
  - Viper 01: Viper 01 check AUX SECURE.”
  - Viper 02-04: “2,3,4.”
  - Viper 01: “Darkstar, Viper 01, Checking in as FRAGGED (all A/C are here), request bullseye check.”
  - Darkstar: “Viper 01, Darkstar, bullseye check 360/27, Angels 21.”
  - Viper 01: “Viper 01 Same.”
  - Viper 01: “Darkstar, Viper 01, has AO Update Delta, standing by for additional words.”
  - Darkstar: “Viper 01, Darkstar, AO Update Delta is current.”

Roll call is initiated by AWACS after general communications and tactical parameters have been passed (e.g., words changes, package status, rolex, weather plan, key mission enablers, and LOWDOWN). The roll call order should be briefed during mission planning. Command and control (C2) will poll any flights that do not answer the roll call.

Viper 01 establishes communications (comms) with AWACS and receives all the required updates prior to the push. Viper 01 then enters a holding pattern east of the push point (approximately 135 nautical miles [nm] from the target area). At this time, Viper 01 continues to remain in the holding pattern until a push time of 0400L.

Off-Nominal Variations

The model sketch also defines how failures or disruptions are represented and how the agents respond. For instance, under A2AD-like conditions, upon nearing the target area the pilots begin noticing some minor comms jamming. Specifically some of the transmissions (approximately 25%) are clipped on the
Have Quick radio when jamming is active (we use “x” to replace characters in a transmission to denote garbled communications):

- Viper 01: “AUX, Viper 01, flow 18x, Vixxer, x1, set 40x.”

In this situation, each pilot in the formation would recognize that an ARC-164 secure radio is being jammed and notify Viper 01. This has a minor effect initially, but as they continue to get closer to the target area the jamming would become progressively worse:

- Viper 03: “AUX, Xxper 01, Vixxx 03, Chaxxermark AUX FMT 001.”
- Viper 01: AXX, Vipxx X1 fligxx, Chattermark AUX XMT 001.”
- Viper 01: “AUX, Viper 01 flight check HQ FMT 001.”
- Viper 02-04 “Viper 02 loud and clear, Viper 03 loud and clear, Viper 04 loud and clear.”

At first, the Have Quick radio hopping frequency radios would help but as the 4-ship continues to get closer the four pilots would begin to see degradation in these radios as well. The flight lead might attempt to try other filtered multitone (FMT) channels but with no luck. Furthermore, Viper 01 attempts to contact Darkstar on satellite comms (SATCOM), but SATCOM is jammed as well:

- Viper 01: XXX, Vixxx X1 Flixxx, Cxxxxxxxxxxk, XXX FXX 0XX.”
- Viper 03: XXX, Vxxer X1, Xxxxr 03, say, axxnx Lxxxx transmxxxxxxx?”

Approximately 50 nm from the target area all radios are unusable due to heavy jamming. The F-16s anticipate the comms jamming and continue to press toward the target relying on other equipment other than comms to keep situational awareness. The flight continues to maintain its current formation position using the comms out plan that was discussed in the mission briefing.

The model sketch further defines how conditions influence mission outcomes. Under denial measures such as radio jamming or global positioning system (GPS) spoofing (or both), effectiveness degrades, workload increases, and the reliability of targeting systems erodes. For a strongly degraded scenario, the mission is unlikely to succeed as exemplified in the model sketch excerpt below:

- With GPS spoofing present, the embedded GPS inertial navigation system (EGI) over time begins to think it is in a different geographical position than it really is. To further complicate the problem, approximately 30 nm from the target, Link 16 surveillance and precise participant location and identification (PPLI) tracks begin to fall off line. This is recognized by the wingman and they maneuver their aircraft closer to their flight leads. This action though makes it much more difficult for the wingman pilots to work their radar and targeting pod (TGP) sensors.

- Approximately 25 nm from the target, the F-16s begin searching the target area. Unfortunately, the TGP picture does not display the location that the pilots were briefed to search. The target area is in and around the location of a town/village. The pilots recognize the town, but, looking out into the dark desert, cannot figure out where the TGP is looking. To further complicate the problem, the wingmen have very limited cross-check time to figure out where their TGP is looking because they are spending so much time trying to stay visual. Furthermore, they are unable to communicate this because of the comms jamming that is present.
Scenario Implementation

The goal of the work being reported here was to implement enough of the model sketch in Brahms to validate the application of this approach to modeling denied environments and assess the viability of Brahms working in concert with other software technologies. We created detailed F-16 models (pilot, aircraft, flight controls, navigation, comm), as well as lower fidelity models of AWACS and Stratotanker aircraft. We also constructed smaller models for air control agencies and adversary electronic warfare (EW) agents.

Models were created within either agent or object hierarchies using the Brahms Composer (Figure ). The Brahms Composer is a model development environment supporting classes and subclasses with full inheritance. The Brahms Composer includes a graphical editor for creating agent, object, conceptual object, and geography models, with access to source code editors. The Composer provides a common interface to build, execute, and analyze models. Models created using text editors can be imported. The object class selected in the right pane of Figure 2, for instance, shows the ARC-164 as a subclass of AircraftRadio, inheriting its parent properties (as well as the properties of the classes to which AircraftRadio belongs).

Brahms agents reason about beliefs, desires, and intentions using Thoughtframes. Behaviors in Brahms agents are encapsulated in representations called activities (describing what agents do) and workframes (describing when activities are performed). Figure 3 shows an excerpt from the F-16 pilot model that graphically depicts a portion of the activities hierarchy. Orange boxes are workframes, a torch icon sig-
nals activities like communications and moves, and crossed torches indicate composite activities that have several workframes and/or activities within them. For instance, the selected activity in the left pane, “Next_Flight_Route”, is part of the composite activity “CheckPlaneLocation”.

Figure 3. Model excerpt showing F-16 pilot activity hierarchy.

Once models are created, they are run and all event data are published both to an structure query language (SQL) database and to a log file. Multiple runs under differing sets of assumptions permit detailed analyses of how initial conditions and assumptions affect agent performance, mission outcomes, or other measures of interest.

Analyses of scenario runs are supported in Brahms by the AgentViewer, which parses history files generated by the Brahms VM. The AgentViewer provides a detailed trace of all events during a simulation, enabling a modeler to analyze and review the behavior of the agents, objects, and their interactions. The AgentViewer displays a timeline with agent activities, including inferences, communications, and movements. Drilling down displays details of an agent’s belief state and world facts at various points in time, linking to workframes and thoughtframes that changed facts and beliefs. It thus permits the analyst to view in numerous ways, time scales, and levels of granularity the activities executed during a scenario run.

We ran scenarios for both and off-nominal conditions. Outputs were exported via a keyhole markup language (KML) export module developed for this project and to the SQL database. A glimpse of the utility of Brahms in simulating important work practice details is offered in Figure 4, which depicts air-to-ground transmissions between the flight lead and departure control early in the mission (vertical blue lines indicate communication). In the context of an ITS, for example, a learner could employ the AgentViewer to drill down to understand how communications are managed and other resources enlisted when workload exceeds timely response to all matters requiring attention, and what the consequences are of various task management alternatives.
Contested Environment Simulations

As a proof-of-concept illustrating Brahms-CAST applied to mission plan evaluation and related assessments, we designed denied scenarios with A2AD effects, and then ran the model against these scenarios. The outcomes data generated from these scenarios demonstrates how Brahms-CAST can be employed for mission plan evaluation.

To model communications jamming and GPS spoofing, we incorporated into the radio models a jammed state during which the radio transmits and receives garbled messages. The level of signal attenuation is modeled by garbling a percent of the message based on distance of the aircraft from the jammer. Garbled messages are modeled as transformed text strings, where GARBLE tokens are substituted randomly for tokens in the message (e.g., “AUX, Viper GARBLE GARBLE, 112 is 256, 346, 1200”). The jamming percent determines the number of GARBLE tokens relative to all tokens in the message. We further model jamming percent as a normal probability function, so, for example, 75% = 6.75 tokens on average (i.e., actual garble for a message with 9 tokens might be 5 tokens or 8 tokens, it is not simply rounded to 7 tokens). Note that transmissions are not actually text strings but structured objects, which enables richer simulation of the effects of denials and countermeasures on mission outcomes.

We created a test variation matrix to capture which conditions were being varied and how for each scenario. Two variables manipulated in the matrix are GPS spoofing and radio jamming. Radio jamming can
have a value of “off”, “always”, or “probabilistic” (governed by a probability function). GPS spoofing can have a value of “off”, “denied always”, “denied probabilistic”, “spoofed always”, or “spoofed probabilistic”. These variables, arranged in the test variation matrix, yield 15 variants that are incorporated into the test plan.

We developed probability functions that determine the conditions for any given scenario. The jamming/spoofing (J/S) probability function is defined as \((D – d)/D\), where \(D\) is the distance between the push point and target, and \(d\) is the aircraft’s distance from the target. In other words, the probability of jamming/spoofing is inversely proportional to the aircraft’s distance from target. This suggests how Brahms-CAST can be used as an evaluation testbed to simulate mission plans and gather metrics on mission outcomes. Note that probability functions can be arbitrarily complex in order to more realistically model the effectiveness of A2AD tactics and countermeasures.

We capture the results in the SQL database and event logs for analysis and use the KML export module to view the results in Google Earth Pro. The behaviors presented below are for demonstration purposes and do not realistically model jamming technologies or actual operations. For instance, in the jamming scenario the wingman is unable to locate the target, though in practice could continue to the target; theater rules of engagement would define lost comms procedures and 4th-generation fighters would likely remain in visual contact in any case.

For our experimentation under jamming conditions, results show that the flight lead is able to locate the target (Figure 5). However when we investigate the outcomes, we notice that comms were disrupted and that Viper 02 was unable to locate the target. Figure 6 shows three panels from the AgentViewer depicting jamming (left panel), garbled voice communications (center panel), and the resulting failure of Viper 02 to locate the target (right panel).

![Figure 5. Viper 01 locating target in jamming conditions.](image-url)
To model GPS jamming effects, we introduced a delay in the GPS receiver that causes a lag in updates to navigation display. This time delay is not intended to be a valid model of how GPS jamming actually manifests but will affect simulations of where the aircraft is headed during piloted flight to a target location. The GPS jamming device is modeled as an object located at the target location. This object monitors for aircraft within 100 nm of its location. The strength of the jamming effect is modeled to be configurable and depends on the distance of the aircraft from jamming device; the closer an aircraft is to device, the more it is subject to jamming.

For GPS spoofing scenario runs, we located a GPS spoofing object (an abstraction of an EW emitter) at the target shelter. In a typical spoofing scenario run, as an aircraft approaches, the spoofing object generates erroneous GPS coordinates and sends these coordinates to the F-16’s GPS receiver. The left panel in Figure 7 shows one of the F-16s’ radio (“Receiver Viper 01”) receiving signals transmitted by this spoofing object model during the mission timeline. The center panel in Figure 7 shows a portion of one of the F-16 pilot models as it approaches the target and erroneously diverts away from the target. The right panel in Figure 7 shows one of the F-16s’ TGP object model searching a target location offset from the desired location as a result of the spoofing. To visualize a GPS spoofing scenario, Figure 8 shows the flight lead successfully completing a target pass but the rest of the formation beginning to exhibit the effects of spoofing, deviating from course, and missing the target.

Figure 6. Jamming effects (left) result in garbled comms (center) and Viper 02 failing to locate target (right).
Figure 7. GPS spoofing effects (left) trigger erroneous heading change (center); targeting pod error (right).

Figure 8. Map view of course deviations caused by GPS spoofing, as target is approached and missed.

The utility of Brahms-CAST as a domain modeling tool for analysis and experimentation arises from the ability to run the model numerous times for any given set of initial assumptions. Outcomes can be tabulated as depicted in the example in Figure , where parameters like whether the target was located and how close each aircraft was to the target location can be collected and analyzed. Our tactical results are not intended to be realistic, since assumptions in the model are based on unclassified information and simplifying assumptions. These demonstrations, however, illustrate the potential of Brahms for supporting a diverse array of mission planning evaluations, after-action reviews, contingency analyses, and other assessments.
Of greatest relevance to ITSs is that, as a generative simulation, Brahms offers a mechanism for a tutoring system to vary assumptions and conditions in the domain model, which can enable an adaptive tutor to modify the level of difficulty or to emphasize key principles.

**Discussion: Socio-Technical Factors**

This series of events is described above in a manner similar to how conventional modeling paradigms could simulate this scenario. However an ITS or simulation can be far more effective if the underlying domain modeling supports simulation of the socio-technical effects, such as the interaction of ongoing coordinated activity, movement, perception, and manipulation of instruments.

There are numerous interacting factors, not generally accommodated by most modeling approaches, that a socio-technical paradigm could capture and thus enrich a simulation or ITS. A circumstantial combination of events can lead to unanticipated interactions such that people, objects, and systems become causally interdependent with undesirable feedback. Simulating these as independent processes in a simulated world, as in Brahms, has the potential to reveal emergent effects. For example, jamming mentioned above would increase the overall stress level of the pilots (they hear tones in their cockpit from the jamming). Turning down the radio to reduce the volume of the ringing makes it difficult to hear radio transmissions, so communication among the team is degraded. Under conditions of SATCOM jamming, pilots can no longer receive broadcast control from AWACS, which would as a result spend more time checking their air-to-air radar to ensure that no hostile aircraft are airborne. They also devote time during their cross-checks to ensure no surface-to-air missile (SAM) systems are active and emitting. Less time is spent looking at their TGP and at the target area. These user actions and configurations shape the information landscape a user operates in and influence workload, stress, coordination, and team effectiveness. Loss of routinely automated functions requires shifting activities to a different mode of operation that makes accomplishing the mission more difficult.

In particular, when the four ships in the scenario change to a 2+2 line abreast, lost comms means the pilots devote more time to looking outside to confirm the formation is correctly. Under conditions of Link 16 dropout, tightening the formation makes it much more difficult for the wingmen to work their radar and targeting pods. The spoofing and jamming also require each pilot to align the TGP to look in the direction of the target by correcting where the pod is currently looking. This can be a difficult task for the pilot while maintaining a good cross-check with navigation instruments as well as looking outside to maintain formation. This all suggests the need for socio-technical domain modeling that captures the interactions among pilots, aircraft, Link 16, radar and targeting systems in terms of the pilot’s overall coordinated activity of monitoring/perceiving, inferring, communicating, and manipulating systems.

---

**Figure 9. Tabulating GPS spoofing results for given initial conditions and assumptions.**
Implications of Socio-Technical Representations for ITS Domain Modeling

Domain models generally support a simulation or ITS by furnishing an environment that responds to user actions and generates and correctly propagates events. As our example illustrates, Brahms offers a capability to create a large collection of possible outcomes from initial conditions, each of which documents and reflects the socio-technical factors shaping an event sequence. Brahms-CAST is therefore not merely a hand-crafted, one-off replication of an A2/AD scenario. Rather, it consists of a generalization of roles and automated systems (e.g., pilots, air battle managers, radar, navigation and communication systems, etc.) that play a role in contested environments. Rather than representing only the states and behaviors of subsystems that obtain at a given point in time, Brahms-CAST represents nominal states and behaviors and allows for them to be configured for a diversity of scenarios to characterize alternative behaviors, including absent, alternative, and dysfunctional or off-nominal forms (e.g., dropped communications; inoperative navigation). Initial conditions can be configured to simulate infinitely different workloads (e.g., equipment readiness, threats, weather).

In this way, domain models can be employed to generate scenarios that ITS authors can sequence as part of a syllabus. Each of the many possible configurations of Brahms-CAST parameters (initial facts, beliefs, and properties/states) defines a scenario. The combinations of all possible parameter settings define a space of scenarios that Brahms-CAST is able to simulate with operational validity.

Brahms also enables ITS domain models that have probabilistic outcomes, deriving from (1) variable durations of primitive activities (those not modeled as composite conditional actions) and (2) how perception (e.g., noticing an indicator on a display) is modeled contextually as probabilistic “detectables.” Thus, each simulation run of a given scenario (pre-defined initial conditions, e.g., location and effectiveness of the jamming and spoofing sources) produces time-space-state interactions with potentially different outcomes, some with emergent, potentially unanticipated sequences of events that reveal the effects of proximity and timing (e.g., when a pilot scans a display and notices a problem). A behavioral simulation with a short time increment (e.g., 1 s) is particularly advantageous for simulating such effects. Continuing our example scenario, it possible that in some simulation runs of Brahms-CAST a wingman notices the GPS spoofing and advises the lead, far enough in advance of reaching the target area to allow for compensatory measures.

Training developers can use this capability to examine complexities, workloads, and outcomes that result from different sets of initial conditions. Brahms-CAST components can also be adapted to model many related work systems (e.g., different aircraft, mission sets, threats). This flexibility to define additional combinations of people and aircraft of different types enables ITS authors to develop training variations of existing and future systems. Of particular interest in this example are those training systems that address new forms of autonomy and change how people interact with automation under different environmental conditions (e.g., A2/AD).

Brahms-CAST can also help ITS authors develop assessments, by revealing how the timing of events at the level of a few seconds can make a substantial difference in outcomes. In particular, Brahms-CAST simulates how subtle issues of timing in human-automation interactions arise when degraded or missing subsystems result in lack of information and inability to communicate, transforming a given configuration of routine tasks in a normal work system to a situation too complex for the overall work system to successfully manage.

In our example, the events in a tactical sortie reveal how people develop work practices in which they rely on automation, and how the absence of automation may cause the workload to increase and the evolving situations to become too causally codependent to appropriately prioritize tasks or delegate responsibility. That is, the workload has become cognitively complex relative to the person’s knowledge, beliefs, roles,
habitual procedures, and tools (see Clancey et al. 2013 for a detailed example of emergent human-automation situations in air traffic control). This framework is thus ideally suited to train personnel in mitigating A2/AD effects.

Brahms-CAST demonstrates the strength of the Brahms framework for simulating behaviors of asynchronous (or loosely coupled), distributed processes in which the sequence of interactions among people and automated systems becomes mutually constrained and unpredictable. Creating and experimenting with Brahms work practice models reveal system interactions that may be omitted, glossed over, or difficult to comprehensively describe in after-action reviews. The simulation can be crafted to generate metrics that can be compared to observational data and/or make predictions for redesign experiments.

**Conclusion**

In this chapter, we apply a socio-technical modeling framework, called Brahms, that ITS and simulation developers can adapt as a domain modeling approach. Brahms is designed to simulate activities as chronological, located behaviors, that is, how functions and tasks are accomplished in practice. Activities involve perception and motion in space that are modeled explicitly through direct support of the Brahms language and engine (e.g., perception is context-sensitive). In general, activities might involve interruptions, metacognition, informal assistance from others, or workarounds, which can be simulated within the Brahms architecture.

The activity modeling and simulation framework at the heart of Brahms-CAST offers ITS authors a powerful way to think about domain knowledge and expertise because it integrates cognitive processes (perception, inference, belief maintenance) with procedural, interactive behaviors (sequential conditional actions) in a modeled “geography” of areas and paths, an environment with objects/systems having their own behaviors (e.g., navigation displays, unmanned aircraft). Agent (and object) properties and behaviors can be inherited from groups (classes), facilitating model creation and reuse. Through multiple inheritance and blending, behaviors can be represented at different levels to model the effects of training and group practices, as well as individual preference. This framing of work practice in terms of activities, in contrast with task-oriented workflow models, facilitates simulating interacting, choreographed joint behaviors of a team in which individual agents may have complementary, incompatible, and/or the same capabilities.

Modeling domains and expertise in such an activity framework helps training developers capture nuances of the domain that are fundamental to what must be understood and controlled. In this chapter, we discussed an example of how coordination of assets in contested environments becomes highly dynamic and complex when communications are unreliable, intermittent, or not secure. In particular, the constructs provided by Brahms helps ITS creators model how data uncertainty and disengaged command will require humans and autonomous systems to adapt quickly, reconfiguring operational strategy and decision-making authority.
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Introduction

The problem of domain modeling is to represent domain content so that it can be efficiently authored, optimally delivered to students, and precisely tracked with respect to student mastery. While the previous section focused primarily on the representation aspect of domain modeling, the present section focuses on various methods and concerns related to authoring, delivery, and mastery.

An overarching method that unites most of the chapters in the present section is a data-driven approach to domain modeling that uses machine learning. This is consistent with the current zeitgeist of Big Data, enabled by Internet-scale data sets and cloud-computing resources. With these data, researchers are able to parameterize increasingly complex models from data, perform model selection on alternatives of such models, and even author content using crowdsourcing or semi-supervised machine learning.

Data-driven approaches are just one part of the story, and if we look behind the curtain, we see that the following chapters are deeply nuanced in their treatment of domain models. Each chapter raises issues and concerns not only for what domain models currently are but also what they could be. This section provides an excellent overview of domain modeling and a guide to future research. For the purposes of this introduction, we focus on three major themes arising from this work: bringing external information into domain models, mapping items to skills, and creating domain models.

Theme 1: Bringing External Information into Domain Models

The chapter by Brawner, Goodwin, and Regan discusses the problem of hybrid systems where training is not bounded by a computer based environment but instead is also distributed across human based training. Ideally, the Generalized Intelligent Framework for Tutoring (GIFT) should be able to know about training delivered outside of itself in order to best adapt the training it delivers. This external training information could be longitudinal (in the sense of slowly acquired mastery) or immediate (in the sense of a lecture delivered by an instructor just prior to interaction with GIFT). Sharing information can be accomplished in three ways. First, sharing can use a high-level competency framework that is loosely coupled with actual skills. This essentially is a shared domain model at a high level, analogous to an upper level ontology. Second, sharing can use a low level approach where the set of problems and student responses is shared, and each system is responsible for inferring the competencies in which it is interested from this interaction data. Thirdly, machine learning could be used to unify these two levels to model what actions best predict competencies at the organization level. That is, the learning records of various systems are forwarded to the organization level system (e.g., Army-wide) for inference and matching to high level competencies.

The chapter by Sinatra shares this concern in the sense of wanting to use system-external information to adapt to the student, but the emphasis is on interest- and motivational-based enhancement of memory rather than adaptive problem selection or mastery. In other words, the focus is less about what to teach and more about how to teach. One technique is the Self-Reference Effect (SRE), a way of enhancing recall, retention, and motivation across many domains and age groups. The SRE can be created simply by changing the pronouns used in the delivery of instruction to reference the student (“your respiratory system”) rather than the typical description in which the student is not a participant (“the respiratory system”). Sim-
ilar to SRE, context personalization, in which the interests of the students are incorporated into the material, can increase problem-solving performance, knowledge transfer to new problems, and positive attitudes about the material. These effects could be realized in GIFT by (1) authoring guidelines to enhance SRE, (2) adding user interest surveys to populate templated GIFT materials, such that interests could be substituted for topics as needed, or (3) supporting a diversity of interest-aligned content such that once interests are established, GIFT could preferentially select content matching those interests.

**Theme 2: Mapping Items to Skills**

The chapter by Goldin, Pavlik, and Ritter is concerned with mastery of particular knowledge components (KCs) and also defines domain models primarily in Q-matrix terms. Like the Desmarais and Xu chapter in the previous section, the focus is on refining the Q-matrix, but unlike the previous chapter, the objective is not to re-parameterize an initial Q-matrix (e.g., by changing the value in a particular cell) but to instead refine the structure of the Q-matrix itself by collapsing or splitting existing KCs and their corresponding matrix columns. The approach is based on learning curves, which are models of the error rate for a population of students as they attempt to learn a KC. Given a set of alternative domain models and associated learning curves, one can rank and select the domain model that best represents the learning curve data. The major focus of this chapter is on the qualitative depiction and analysis of learning curves for the refinement of Q-matrices.

**Theme 3: Creating Domain Models**

The chapter by Williams, Kim, Glassman, Rafferty, and Lasecki represents an emerging area of domain model authoring that relies on crowdsourcing. The goal of crowdsourcing is to shift the burden of authoring domain models from a handful of experts to capable students or novices. One of the principal problems in this approach is maintaining quality. This chapter focuses not on the creation of intelligent tutoring systems (ITSs) wholesale but instead on the addition of new content to an existing system. After solving math problems, students contribute explanations of their solutions that are rated by other students, and then machine learning is used to select the best explanations. Results show that students both learn more and that explanations (as ranked by the machine learning algorithm) improve over time. By focusing on self-explanations, this technique appears to be fairly generalizable and therefore useful for systems implemented in GIFT.

The chapter by Barnes, Mostafavi, and Eagle presents interaction networks, which are data-driven, problem-specific domain models based on student actions during problem solving. Interaction networks can be used to mark the correctness of student actions, model student ability, and adapt delivery of instruction. Interaction networks are particularly suited to state-space domains (like algebra and logic) where student actions can be viewed as edges between nodes representing states. Given even a small amount of data to characterize the solution space, interaction networks can be used to generate next-step hints. By clustering student action sequences in the interaction network, the problem-solving behaviors of groups of students can be grouped not only into successful versus unsuccessful approaches but also different successful approaches to the same problem. These methods can be extended to implement data-driven knowledge tracking and associated problem selection. This approach could be used in GIFT for state-space domains where a complete system exists (necessary to collect the student interaction data) but has no associated pedagogy.

The chapter by Dargue, Pokorny, and Biddle presents a specific variant of cognitive task analysis, called Precursor, Action, Results, Interpretation (PARI), for the purpose of building domain models based on expert mental models. PARI proceeds with a problem-solving dyad of subject-matter experts (SMEs), one
of whom simulates outcomes (e.g., equipment responses) to the SME engaged in problem solving. Using a set of pre-selected tasks to structure these interviews, PARI records the problem-solving process, step by step, in terms of four pieces of data: action precursor, action, result, and result interpretation. While the first two pieces of data may be considered as part of a production rule, the last two pieces correspond to the revision of a mental model given a result. In several respects, this can be viewed as the manual approach to the problem that the previous chapter tries to automate. However, this manual process could be used to author a domain model directly from experts rather than needing a system to collect data for data-driven methods to be applied. Because cognitive task analysis approaches are the most comprehensive, they continue to represent the gold standard for domain model authoring.

**Implications for GIFT**

These chapters provide guidance for the continued development of GIFT by illustrating what domain modeling methods are valued in the community and what impacts these methods have in past and ongoing research. Briefly stated these are as follow:

- What methods can be used for sharing domain modeling data across systems such that mastery can be tracked across systems and instructional adaptation can occur across systems?

- How can GIFT represent item-to-knowledge mappings (e.g., Q-matrices) in a flexible way that allows the Q-matrices to be restructured/re-parameterized as needed?

- How can GIFT support domain model authoring across the lifecycle, stretching from initial expert interviews, to data-driven refinement from use, to crowdsourced authoring of additional content?
CHAPTER 8 – Scaling Across Domains and the Implications for GIFT

Keith W. Brawner¹, Gregory Goodwin¹, and Damon Regan²
¹US Army Research Laboratory, ²Advanced Distributed Learning Initiative

Introduction

Currently, the Generalized Intelligent Framework for Tutoring (GIFT) adapts training in a somewhat closed system. That is, current GIFT applications are only concerned with modeling the learner and domain within the confines of a single block of training delivered exclusively through the GIFT framework. While this approach has been advantageous from the point of view of providing experimental control while exploring GIFT’s utility and effectiveness, it only partially addresses what we know to be the “real world” requirements of an adaptive training system. Adaptive training systems like GIFT will be expected to function within a rich ecosystem of training events and include classroom lectures, group discussions, and hands-on training, as well as simulation, gaming, other computer-based training, and training outcomes. A single course might easily include all of these forms of training, while GIFT may be responsible for only a subset. For GIFT to be most effective in such an environment, it will have to be able to model the learner and domain at a higher level and not just for the specific blocks of training that it is responsible for delivering.

The reader may consider the following specific illustrative example. Suppose an instructor delivers a lecture on a topic and then the students are expected to build their understanding of that topic by completing some scenario-based training delivered by GIFT. For GIFT to adapt the scenario-based training to the students, it needs information on how well each learner understands the concepts taught in the lecture, perhaps by quizzing the students at the end of the lecture. As a result of the student’s quiz performance, it may be instructionally relevant for GIFT to provide remediation for the concepts taught in the lecture. In other words, GIFT’s domain model would need to include models of the concepts taught in the lecture, even though GIFT did not deliver that training. As another example, if GIFT were to function just like a human tutor, helping learners understand concepts with which they were struggling, GIFT would need to have a domain and learner model for the entire course, not just for blocks of instruction delivered by GIFT.

Language training and marksmanship training are real-world examples of the type of training described above. Neither language proficiency nor marksmanship expertise develops through training in single applications or over short periods of time. Rather, both require hundreds of hours of deliberate practice after mastering the basics. Training for both includes lecture, computer-based training, and live practice. While technology has been shown to help language learning (Zhao, 2003) and marksmanship training (Chung et al., 2011), studies are typically isolated to a single application over a short period of time (although there are some exceptions, notably Adair-Hauck, Willingham-McLain & Youngs, 2000; Green & Youngs, 2001; Spain et al., 2013). This chapter explores the challenges of scaling the domain model to encompass an entire course, specifically through the examination of these two training domains.

A Long-Term Vision for Technology Integration

The Army’s long-term vision for the integration of technology into its courses blends classroom instruction, digital resources, and deliberate practice in virtual and live simulations supported by computer and human tutors. The Army Learning Concept 2015 (Command, 2011) proposes that this is the future of training. Blending these activities together over time requires coordination around shared learning data:
data about performances, learner models, competencies, and available instructional resources. Learners, instructors, human tutors, digital resources, and intelligent computer tutors could all use this data to adapt learning to the specific needs of learners across a set of interrelated lessons and courses.

Consider a possible near-future US Army Basic Rifle Marksmanship (BRM) scenario. A classroom instructor uses a dashboard to see and contribute to a persistent, interoperable learner model for each soldier (Goodwin, Murphy, Hruska & Consulting, 2015) to differentiate instruction (possibly with different available instructional resources or just a more flexible time and pace), engage in dialogue, and create enduring relationships. When a soldier moves on to practice what they’ve learned using a simulator, the simulator can capture performance data to provide intelligent tutoring when performance and behavior deviate from experts (Goldberg & Amburn, 2015). Later, soldier marksmanship performance data from an instrumented range is captured with acoustic sensors and can be used for immediate feedback and relevant digital resources provisioning. Instructors monitoring the data can quickly see performance from all learners at a glance. Qualification data could be immediately shared with, instructors, leaders, resource managers, and Army digital training management systems (Durlach, Washburn & Regan, 2015). Each of these instances supports the development of a competency, where learner data are transmitted and shared across the various training experiences, and builds upon prior interactions to guide and focus training. Key to this coordination across training applications and experiences is a shared understanding of learner progress toward shared competencies, as described in later sections.

In a similar vein, the Defense Language Institute (DLI) is a Department of Defense educational and research institution with the mission to rapidly instruct culture and language learning. DLI is often described as the world’s largest language school, containing 4000 students which learn among 23 different languages. As with marksmanship training, learning a language entails classroom instruction on a wide range of topics including the rules of grammar, culture, vocabulary, etc., as well as practice pronouncing and understanding spoken words and phrases. A DLI near-future learning scenario might include a similar blend of classroom instruction, digital resources, and deliberate practice with virtual and live simulations supported by intelligent and human tutors, much like the marksmanship training scenario described above.

The ability to blend both foreign language and marksmanship training experiences across these different modes of instruction depends on the existence of a shared understanding of learner progress toward shared competencies, and a standardized high-level representation of domains. While some state-of-the-art systems like the Tactical Language and Culture Training System (TLCTS) provide a blend of experiences in a single system, the desired long-term learning is envisioned to be supported across different applications and systems. Both scenarios require that an adaptive training system like GIFT can understand learner progress toward relevant core competencies in these domains. These competencies are represented in the domain model of intelligent tutoring systems (ITSs). For a learner to be trained in a diverse training ecosystem comprised of multiple intelligent agents, competency definition data and learner profile data must be shared between applications to provide coherent training to the learner.

**Shared Models of Competency**

In order to support a technology progression of long-term learning integration, it is necessary to share a model of domain knowledge that represents the knowledge of learning resources used throughout the process. Sharing this model of domain knowledge requires enabling applications to have a common approach. Two different approaches to accomplish this goal are detailed below.

The first approach to a shared domain model is to directly create and expose a shared set of complete competencies – a competency framework. An example of this direct approach in K-12 mathematics edu-
cognition is the Common Core competency framework (Initiative, 2011). Multiple applications can use the Common Core as high-level anchors to report learning progress. This direct approach is easy to understand and use, but is difficult to govern and is limited to high-level anchors whereas many intelligent applications want much more detailed domain models of skills. These high-level anchors, such as “Spanish 1” ensure that the generated models are difficult to directly assess.

A second, alternative approach, is to not share a common domain model, but instead share the problems and learners’ answers to those problems between applications. This approach places a burden on applications to be able to infer competencies from these problems, but addresses the concern with the direct approach that shared competency frameworks are too high level for intelligent application needs. When a learner answers a problem in an intelligent application, that problem and answer can be shared with other applications by reporting the problem and answer using a shared protocol such as the Experience Application Programming Interface (xAPI) (Advanced Distributed Learning, 2016b). The intention with this technology solution is to use a “ground up” construction of competency models.

Work in marksmanship training has taken steps toward this second approach focused on the xAPI. Goodwin, Murphy, and Hruska (2015) illustrated how xAPI assessments derived from different periods of instruction for basic rifle marksmanship could be used to inform a persistent learner competency model. Work toward language training appears to focus more on the first direct approach. Cohn (2015) proposed modeling a language learning domain using at least two dimensions: (1) the concrete lexicon and grammar/linguistics associated with the language and (2) the more abstract cultural context which provides a set of meta-rules for applying the lexicon and grammar. These cultural contexts are ideally created in simulations focused on specific tasks and conditions.

Both language learners and marksmen have used virtual worlds as an opportunity to practice skills in task settings. Virtual worlds have resulted in added value on cultural, linguistic, interpersonal, and motivational issues (Canto, Jauregi & van den Bergh, 2013). Virtual worlds such as Second Life and Open Simulator have provided instructors and learners with tools used to create specific virtual environments. However, the complexity of installing and learning to use virtual world software has been a barrier to adoption, despite findings that teaching cultural sensitivity is found to be more effective than vocabulary and key phrases for the rank and file soldier (Abbe, 2009). In response to these installation and use barriers and leveraging modern web capabilities, the Advanced Distributed Learning Initiative has created the Virtual World (VW) Sandbox (Advance Distributed Learning, 2016). The VW Sandbox is an open-source collaborative authoring environment inspired by Second Life and Open Simulator that runs in a web browser with no install. Simulations created with the VW Sandbox can report learner performance using the xAPI. The VW Sandbox is a possible development tool and multiplayer engine for cultural scenarios that GIFT could launch or embed.

Still a third possibility is a combination of the above two approaches. That is, the organization defines the competencies that it believes are necessary for success. For example the Army has identified nine “21st century soldier” competencies. These are high-level competencies such as tactical and technical competence, adaptive and critical thinker, character, and accountability (Command, 2011). The organization would need to both define these competencies and identify outcomes indicative of individuals who exhibit these competencies. For example, the Army might consider certain awards, officer evaluations, or graduation rank to indicate that an individual has a particular competency. On the other hand, as adaptive intelligent training agents generate statements of learner activities and accomplishments, which are stored in an LRS, it becomes relatively easy for machine learning techniques to determine which learner actions, accomplishments, experiences, etc., are the best predictors of outcomes that indicate key competencies. In this way, the organization only needs to worry about defining the competency and associated outcomes, while machine learning algorithms are used to determine how to map course and lesson level experiences, with those competencies.
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Manual Ontologies for Manually Constructed Computational Traversal

The construction of all-encompassing ontologies was one of the early dreams of the artificial intelligence (AI) community. As part of this dream, the Cyc project sought to capture much of human knowledge inside of a single ontology. The project, in many ways, succeeded in its endeavor. However, part of the problem of building a large ontology is that custom reasoning engines had to be constructed to deal with an encyclopedic volume of knowledge (Lenat, 1995).

Competency models are subject to similar problems and difficulties to those of creating large ontologies. One could create, by hand, a large and comprehensive set of all skills. The hand-creation of a competency model is complex and time consuming, but not impossible. The military currently models many job rates, the skills required for these job rates, and the skills required to advance in a given job classification area. The manual creation of competency models is further complicated by the fact that the competencies an organization values and therefore seeks to train are not static. For example, the Army is always revising its list of core competencies as military technologies and threats change. Even if that challenge can be met, such an ontological model can be difficult to implement.

The purpose of creating the ontology is to make use of it. In the competency modeling space, making use of it means the certification of skills, granting of promotions or badges, increased pay, selection for assignments, and other Human Resources (HR) functions. With manual ontology creation, there is the problem of creating customized queries. In addition to creating the ontology, one needs a database of the skills of all individuals in the organization against which queries can be made to identify individuals with desired attributes. For example, an HR representative might need to issue queries against a database to find people suited for individual jobs (e.g., individuals with qualifications on three requisite skills). An alternative to manual ontology creation is crowdsourcing ontology creation and automating the reasoning components (Map, 2016).

Crowd-Sourced Construction and Automated Reasoning (xAPI)

An example of the crowd-sourced creation of knowledge and skill ontologies is represented in the emerging xAPI standard (Advanced Distributed Learning, 2016b). xAPI is an enabling technology used across many different training systems. Each of the systems that make such of the xAPI standard ultimately produces a number of records that are stored for future use. In its current use, the training system and training developer make the assumption, at creation time, that there will be a consumer for statements that they opt to produce. A typical xAPI statement for declaring that someone has mastered a skill may look like the following:

```
{
   “actor”: {
      “mbox”: “mailto:email@domain.com”,
      “name”: “person”,
      “objectType”: “Agent”
   },
   “verb”: {
      “display”: {
         “en-US”: “mastered”
      }
   }
}
```
The ontology of objects is implicitly created by various system authors labeling activities that can be learned or mastered. An advantage of this semi-automated creation is that a single reasoning system is able to reason broadly across all systems that create this type of data. An HR representative no longer needs to create custom structured query language (SQL) queries against a database, but can instead simply search for the tags of interest across all xAPI-producing systems. These xAPI-producing systems, in turn, can validate against a common manner of representation, such as schema.org, or a common manner of interpretation, such as a credential registry. The emerging standard allows for automated reasoning machinery to access a wide swath of functions. The crowd-sourcing across training systems and simulators makes the automated analysis possible. Technologically speaking, these can be stored and shared via Resource Description Framework (RDF), web service, shared schema from schema.org, or other solutions.

Using this approach does require that different authors of different but related training systems are able to use a common vocabulary with common definitions to express learner actions and accomplishments. For example in the marksmanship realm, the Army does not distinguish between a “hit” and a “kill.” In other words, any bullet hitting the target anywhere is registered as a hit. The Marines do distinguish between hits and kills, with a kill being a hit that is either in the head or center chest and a hit being any other strike on the silhouette. It is easy to see that this could create some confusion if the Marines used a system that generated xAPI statements based on the Army’s standard and vice versa. In the world of language learning, this problem is similar to that of differing accents or dialogues in the same language. Other more subtle distinctions in the way that certain actions might be operationally defined by a system could also lead to confusion, or at worst, erroneous assessments of the competencies of learners. Currently, common vocabularies are established by communities of practice (CoP) that are centered on specific training domains and methods (Advanced Distributed Learning, 2016a).

**Future Processes for Both Automated Construction and Reasoning**

The manual creation manner of ontologies for training purposes is the manner in which business has been conducted for a number of years. The counterpoint to this trend is the emerging manner of describing the activity and storing it for the use of a future system. Tied into the xAPI standard is a description of the knowledge of skill to which authors are applying descriptive tags. The eventual goal is for systems to be able to seamlessly interoperate and share information, despite having different internal representations or languages.

One manner in which these systems would be able to interoperate would be through the aid of AI technologies. As an example, skills that are similar, or appear similar (learned together, similar people know both skills, etc.), can be represented as belonging to a shared class, which can be automatically identified by the system. As a concrete example, addition and subtraction are related skills which share a common
feature (mathematics). They may be described differently by different content authors (summing, adding, addition, additions, añadir, etc.), but the underlying relationship is captured in the combination of the description and the association with the learners.

Furthermore, since these descriptors are presumably related to the content itself (i.e., addition content has the word “add” frequently), machine-understandable descriptors can be created from the content objects (Ray, Robson & Brawner, 2014). These descriptions further aid in the grouping of similar skills and activities, regardless of how they are described. Using automated reasoning systems to traverse the automatically created ontology of knowledge and skills allows for removal of the language barriers of the representations. These language barriers may exist as spoken language barriers (i.e., Spanish and English) or cultural language barriers (i.e., military and civilian).

The path to full automation of training systems that represent the skills of individuals and how they are related to the skill groupings of the population starts with the creation of ontologies. These ontologies can then be shared and traversed across training systems. Systems which have knowledge about the training content and population models can then traverse this information to build common representations. These representations can be used to identify critical skills, organizational strengths and weaknesses, valuable learning goals, and opportunities for learning – in other words, competencies.

**Adaptive Training and Psychomotor Expansion**

While it is proposed that GIFT support long-term technology integration through shared competency models, the primary use of a domain model for GIFT is to provide tutoring instruction directly to a learner within a specified learning interaction. Many different language tutors can be envisioned with GIFT. A language tutor that works with a VW Sandbox cultural simulation is one. Another kind could be created based on the use of sensors to collect objective performance data. In the case of marksmanship, rifle sensors are used (Chung, Nagashima, Espinosa, Berka & Baker, 2009). In the case of language learning, mobile phones could be used for speech recognition where improvements continue to emerge for computer-assisted language learning (Tong, Lim, Chen, Ma & Li, 2014).

Goldberg and Amburn (2015) are investigating how to apply GIFT to consume sensor data from a simulated firing range for basic rifle marksmanship training to trigger objective-based guidance and remediation. Sensors used to capture marksmanship performance are sent, filtered, and received through GIFT’s gateway, sensor, and domain modules (p. 118). The tutoring behavior is based on comparing current behavior to expert behavior and then providing remedial content (e.g., video snippets of experts explaining and demonstrating) when deviations are found. This work can inform language tutors. Tutoring around the marksmanship fundamental of trigger squeeze using a trigger sensor may pave the way for tutoring around a fundamental of speaking using a speaking sensor. As the marksmanship models in GIFT are extended to support other marksmanship conditions (e.g., hitting moving targets, using different weapons), these task conditions could be considered models for cultural language task conditions.

**Commonized Assessment Frameworks for Similar Skill Groupings**

Sottilare et al. (2016) have divided domains of instruction up into several representative sections, including the cognitive, affective, and psychomotor. The cognitive portion of domain modeling involves a representation of student knowledge, problem-solving skills, and mental knowledge required to perform a task or master a skill. The affective portion of the domain modeling includes a mastery of emotions, feelings, and intuitions about a task. The psychomotor aspects of a task include the learning of physical movements of the task.
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The cognitive, affective, and psychomotor portions of domain modeling are shared across many domains. Using the first example illustrated throughout this chapter, the marksmanship domain contains knowledge of marksmanship basics (aiming, breath control, etc.) as a cognitive component, emotional control during tense situations as an affective component, and the physical act of firing as a psychomotor component. Using the second example, language learning contains cognitive components such as vocabulary, conjugation, affective components such as negotiation and culture, and the psychomotor components of pronunciation.

Many languages share common components in the manner that domains share common components. Techniques for rapid learning across multiple languages, reported from polyglots, include items such as the 100 most frequently used words or memorizing grammatical structure through the use of 13 key sentences. Such representations are common and agnostic to the individual language of implementation. These can serve as the cognitive components of language learning.

As an example of these tendencies in practice, sentences such as “the apple is red”, “I give John the apple”, and “we give him the apple” can be used across multiple languages to show how descriptors are applied to objects, how possession is handled, how third person pronouns are treated, the use of indirect objects, and other items. Each of the sentences in this area can be used to generalize a host of other meanings. Vocabulary memorization for the most frequently used words (e.g., the, be, to, of, and etc. in English) can reveal the verb conjugations and nouns required to express basic thoughts. These two things, coupled with pattern-of-life situational settings, such as eating or negotiating, can provide the basis of a significant set of language learning.

On the affective side of language learning, the culture that speaks the language plays an important component. Culture learning can play itself out through day-to-day experiences such as going to the store, eating meals, conversing about past events and news, etc. Each of these experiences contributes a vocabulary domain in addition to having the student manage the differences between individual cultures. It has been shown that this cultural language learning component may be as effective as vocabulary learning for overall communication (Adair-Hauck et al., 2000).

The psychomotor components to language learning currently require human assessment and intervention. However, each of the cognitive/affective/psychomotor components can be taught simultaneously in specifically designed scenarios representative for each culture. As an example, a restaurant scene that attempts to use a majority of the common language phrases across the common grammatical categories while assessing pronunciation should be able to teach all three components of the domain seamlessly and simultaneously, while having the emphasis on pragmatic functionality known to contribute motivational factors (Martínez-Flor & Usó-Juan, 2006).

**Conclusions**

This chapter has painted a picture of a larger scale of learning. Learning takes place in areas that are both physically separate, in the example of the separation of classroom and “in the wild”, and philosophically separate, in the example of cognitive psychomotor learning tasks. Using the examples of marksmanship and language learning, it is shown that the total training experience is simply larger than is encompassed in a single instance GIFT domain module. It seems clear that scalability requires that multiple instances be tied together through a common architecture.

While a larger representation than a single domain module is needed, scalability can be accomplished through common representations. These common representations, at the high level, break into cognitive, affective, and psychomotor components. Each of these components can then break into common domain
representations, such as psychomotor pronunciation across different languages or the cognitive aiming knowledge for different marksmanship tasks. These common representations are the key to scaling across many training tasks which are presented similarly.

The need for common representations of domain task breakdown requires technical solutions to the problems of representation, sharing, communication, storage, and other fundamental process building blocks. Components of these technical solutions, such as competency modeling from xAPI data, should be represented in GIFT in order to eventually automatically build and share models of learning across systems, instructional tasks, and real-world performance.
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Chapter 9 – A Review of Self-Reference and Context Personalization in Different Computer-Based Educational Domains

Anne M. Sinatra
US Army Research Laboratory

Introduction

A goal of instruction is for a student to not only learn the material and be able to recall it immediately afterwards, but also to be able to retain it for future use. Additionally, it is preferable for the material to be taught in such a way that the student can use what was learned and then apply or transfer it to new situations. Human memory and learning have been extensively studied, resulting in mnemonics and general strategies that assist in memory across different domains of instruction. One such strategy is linking information to knowledge that the student already has and that is important to them. This strategy can include linking information to the self, to people that the individual knows, or simply customizing the materials to include mention of topics that are of interest to the individual or group of students. There appears to be significant benefits to employing all of these approaches; however, they are often lumped together in the literature, and the different domains in which they may or may not be beneficial have not been acknowledged.

Many different domains, topics, and areas of instruction include materials, examples, and practice problems with wording that can be adjusted to make it specific to different students or interest areas. In many classes, whether they are lecture-based, web-based, large or small, it is often difficult to retain student interest and motivation throughout. However, there are different approaches that can be used to draw student attention and personalize the materials that they receive in order to keep them more interested in the topic. Referencing the self and context personalization (changing the wording of student materials to be contextually consistent with student interests) has been shown to have positive impacts on student outcomes. Self-reference and context/interest personalization techniques offer benefits to memory and performance without requiring large adjustments to learning materials. This chapter reviews research and approaches to self-reference, context personalization, interest personalization, and the impacts that they have on learning and retention in different domains. It has been assumed that these strategies will work between learning domains; however, research has focused primarily on mathematics. The domains of instruction are examined and recommendations are made for using this strategy in intelligent tutoring systems (ITSs).

Related Research

While the positive impact of personalizing to self, context, and interest has been found consistently in the literature (Anand & Ross, 1987; Cordova & Lepper, 1996; Moreno & Mayer, 2000; Symons & Johnson, 1997), these manipulations have often been defined in different ways and applied differently between domains. Additionally, there are a number of theories on why this manipulation assists in learning. It has been suggested that interest or self-personalization increases student motivation by linking instruction to a topic that is already of intrinsic interest to the student and by providing a feeling that their self-selected interest preference was honored by the system (Cordova & Lepper, 1996; Ritter, Sinatra, Fancsali, 2014; Walkington, Sherman & Howell, 2014). Other suggestions include that providing a context results in grounding the concepts to be learned in a familiar example, which makes it easier for students to conceptualize and understand the material (Walkington, Sherman & Howell, 2014). Finally, it has been suggest-
ed that by linking information to interests or the self, it is using already existing schemata that the individual has for themselves others, and topic areas (Anand & Ross, 1987; Sinatra, Sims & Sottilare, 2014).

Personalization strategies have been used in computer-based training (Anand & Ross, 1987; Cordova & Lepper, 1996; Walkington, 2013), classroom/laboratory-based instruction and tests (Ku & Sullivan, 2002; Ross, 1983; Ross, McCormick & Krisak, 1986), and in-person student interview sessions (Walkington, Sherman & Petrosino, 2012). The approaches to personalization have varied between including the individual student name (Cordova & Lepper, 1996; Sinatra, Sims & Sottilare, 2014), using names of individuals that the student knows (Anand & Ross, 1987; Cordova & Lepper, 1996; Sinatra, Sims & Sottilare, 2014), using first-person phrasing or “you” in the text (Mayer, Fennell, Farmer & Campbell, 2004; Moreno & Mayer, 2000; Turk, et al., 2015), including topics of interest to the specific student (Anand & Ross, 1987; Ritter, Sinatra & Fancsali, 2014; Walkington, 2013), including topics that are familiar to the student (Sinatra, Sims & Sottilare, 2014), including topics that are of general interest to the class (Ku & Sullivan, 2002), and including examples that are consistent with the student’s major (Ross, 1983; Ross, McCormick & Krisak, 1986).

The Impact of the Self-Reference Effect on Memory and Retention

One of the primary approaches to personalizing and linking information to be learned to the individual is through the Self-Reference Effect (SRE). The SRE has been examined at length in the cognitive psychology literature. According to the SRE, if information is tied to the self, or even someone that the person knows, it can assist in recall of information (Symons & Johnson, 1997). A traditional explanation for the SRE, which is consistent with other personalization literature, is that by referencing the self it is drawing on schemata that individuals have for themselves to assist in improving memory. While the majority of the research has found these positive effects, it has mostly been done using abstract approaches rather than in applied educational settings. Many of the studies involve presenting individuals with a series of words; when each word is presented the participant is asked a question such as is this word true of you or more general questions about the meaning of the word or if it fits in a sentence might be asked. It has been found that participants were able to recall the words that they were asked to link to themselves more than the other words (Rogers, Kuiper & Kirker, 1977; Klein & Kihlstrom, 1986). This suggests that thinking of the word in relationship to themselves improved their memory for it.

More applied educational approaches to the SRE have been explored in computer-based training. Cordova and Lepper (1996) included the names of the students as well as their interests in a computer-based game that taught mathematical order of operations concepts to 4th and 5th graders. It was found that those in the personalized conditions recalled and transferred the learned material significantly better than those who were in non-personalized conditions. With college-age students, the SRE was examined by including the participant’s name and the name of his or her friends within the learning materials that provided instruction on successfully solving logic grid puzzles (Sinatra, Sims & Sottilare, 2014). In this study, the manipulations occurred during the learning phase, and participants were later assessed based on performance on similar and more difficult puzzles. This study included elements of both the SRE and context personalization, as names of popular culture characters were included in one condition and general names in another. Interestingly, while individuals with high need for cognition demonstrated transfer performance in the expected pattern, those with low need for cognition appeared to have significantly lower performance when provided with self-reference materials, and higher with popular culture materials. This example suggests that the effects of personalization may vary based on individual difference characteristics or in different domains.

Moreno and Mayer (2000) examined the SRE in the domain of science education. They examined student learning in an environmental science educational game and in explanations of lightning formation by pre-
senting instruction to students phrased in either the first-person (self-reference) or the third-person. They concluded that by using “I” or “you”, it was asking the student to imagine themselves in relationship to the material, which then lead to increased understanding of the material and transfer. They further examined what they termed the “personalization effect” by including “you” as opposed to “the” in different versions of narration in a computer-based explanation of the respiratory system. They found that while there was no difference in retention between the two conditions, transfer performance was significantly better for those who received the personalized “you” version of the materials (Mayer, Fennell, Farmer & Campbell, 2004). Similarly, d’Ailly, Simpson, and MacKinnon (1997) employed the SRE through use of the word “you” in math problems and found it had a positive impact. Turk, et al. (2015) found that using the SRE by asking children to include “I” and themselves in sentences during learning was shown to lead to positive impacts of literacy such as vocabulary retention and spelling. Of particular note in Mayer’s studies is the use of “you” instead of names, which assists in generalizing and reduces the need to make multiple edits to student materials. Additionally, the use of “you” or “I” was selected to minimize any interference or distraction to the student from the seductive details effect. The seductive details effect can result in students getting distracted by irrelevant information and not retaining material as expected (Harp & Mayer, 1998). Despite this, other studies have found positive effects of personalizing the context of example and learning materials with specific names and topics (Anand & Ross, 1987; Cordova & Lepper, 1996). These studies offer examples of the SRE being examined in varying domains: science, logic, and mathematics. Therefore, the inclusion of names and asking students to think in terms of themselves appears to provide improvement over non-personalized conditions in regard to performance, transfer performance, and attitudes toward the tutoring.

The Impact of Context Personalization on Memory and Retention

While some studies have focused on linking information to the specific individual through names or the use of “you”, others have examined personalization through linking to information that is of interest to the individual student by manipulating the context of the materials that are provided. In fact, there has been overlap in studies that have examined both elements of the SRE and context personalization through manipulations that reference the self, as well as that adapt to include specific interests or preferences of the student (Cordova & Lepper, 1996; Sinatra, Sims & Sottilare, 2014). Cordova and Lepper (1996) examined the impact of personalizing material to include names and interests of children, and adding an adventure narrative to a game designed to teach order of operations in math. In their study, elementary school students were either in a standard math game condition, a space game condition, or a treasure hunt condition. Additionally, there were personalization manipulations that resulted in the inclusion of the child’s own name, names of their friends, their favorite toys, their favorite foods, etc., within the narrative of the story. It was found that students performed better, rated their experience as better, and retained more information from the conditions that were both narrative and personalized to the individual’s interests/name. This suggests that by linking information to something that is intrinsically interesting to the learner, and including them in the narrative, it can result in better learning outcomes (Cordova & Lepper, 1996). This study is of particular interest as it overlaps conceptually with both the SRE (linking to the schemata for the self), as well as context personalization (including an interesting narrative, and personalized content that is of interest to the individual). While Sinatra, Sims and Sottilare (2014) included a self-reference condition, it also included a popular culture condition, which included names of Harry Potter series characters within the learning materials for instruction. In this case, it was expected that even if an individual was not a fan of Harry Potter their familiarity with the names would lead to schema activation and a context for participants to link the information to. Other studies have exclusively examined interests such as manipulating the instruction to include examples that were either consistent or inconsistent with the student’s majors when teaching probability (Ross, 1983; Ross, McCormick & Krisak, 1986), Ross (1983) found that when preservice teachers received personalized examples (consistent) they performed better on posttest assessments than when they received medical examples (inconsistent). Additionally,
nurses also performed better when they received medical examples than teaching examples. This demonstrates that there appears to be a consistent benefit to matching the context of examples to a student’s own background and major, which is important and relevant to them. A variety of additional approaches have been taken to examining personalization of materials to something that is familiar to the learner, including examining comprehension-based tasks, group discussions, and the influence of familiar or unfamiliar dialects.

Research has been conducted that tried to discern if the SRE and personalization effects were specifically associated with schemas, or alternate explanations. Guida, Tardieu, Le Bohec, and Nicolas (2013) provided personalized and non-personalized versions of lists and texts to be remembered by college-age participants. The information to be remembered was associated with locations that were familiar to students and unfamiliar, depending on the condition. Positive effects of personalization were only found for amount of time to recognition of words or objects, and only when the text based materials were used, not with list-based materials. Based on these results, they believe that long-term working memory is contributing to the effect, as opposed to a simple schema resulting in the performance improvements. They also propose that the positive impacts of personalization may increase as the complexity of the information to be processed increases. This study is important because it examines a new domain – comprehension-based tasks – and tries to determine the mechanisms behind the personalization effect.

The use of real-world contexts in mathematical instruction for bilingual high school students was examined in a case study (Zahner, 2012). Students were provided with algebra problems that were put in “real life” and story-based contexts. They were then prompted to engage in group discussions while solving the problems. It was found that the use of these contexts influenced the discussions that they had during the solving process. In some cases, unfamiliar words hindered their progress since it led to confusion and drew attention away from solving the problem itself, in other situations the context allowed students to better visualize the problem and assisted in reaching the solution. Interestingly, it was found that by using real-world contexts it also invited answers that were not necessarily mathematically sound, but more practical in the real world. Therefore, while there do appear to be benefits to grounding problems in real-world contexts, there are situations in which this could unexpectedly influence the answers provided, similar to the seductive details effect (Harp & Mayer, 1998), and lead to difficulties if terminology is not familiar to the students.

The influence of familiar dialects and personalization was investigated in an Austrian study of 11 to 14 year old children (Rey & Steib, 2013). Participants watched an instructional animated video about computer networks, which was either personalized or formal, and either included a familiar regional (Austrian) dialect that was shared by the participants or a standard (German) dialect that was not. Personalization was defined using the methodology used by Mayer and colleagues such that “your” and “you” were included instead of words like “the” (Moreno & Mayer, 2000). The use of the familiar or unfamiliar accent leads to an additional layer of personalization over previous studies. It was found that the personalized narrated animation led to significantly higher scores on both retention and transfer. Dialect had an effect only on retention performance, but not transfer. This study demonstrates the generalizability of personalization research to a new learning context (computer networks) and in a new direction (characteristics of instruction) that can have important implications for the use of personalization.

Adaptive computer based technology has been used to examine providing interest-specific examples instead of general materials (Anand & Ross, 1987; Bernacki & Walkington, 2014; Walkington, 2013). The ability for students to enter their interest preferences and information into the computer for later storage and retrieval assists in the personalization process. Names and information that are entered by the student can be saved as variables, and then automatically populated by the software.
Anand and Ross (1987) examined the impact of biographical personalization on computer-based instruction on how to solve fractions. Participants were fifth and sixth graders, and they completed a survey prior to beginning their lessons that asked information such as their favorite magazine, names of friends, favorite candy, hobbies, favorite television shows, etc. The information that was provided by the student via the survey was then incorporated into the learning materials by changing the themes and the names within the problems. Participants that received personalized materials performed better in solving general and transfer problems, and in their attitudes toward solving fractions problems.

Walkington and colleagues have conducted research examining the impact of context/interest personalization within the Cognitive Tutor ITS, which teaches Algebra (Bernacki & Walkington, 2014; Walkington, 2013). In their research, participants completed a personalization survey in which they ranked their interest areas in topics such as food, computers, TV, sports, and movies. In the personalization condition, the students received units of material that included word problems consistent with the interest survey. In the non-personalized condition general story problems were included in the same units. Students that received personalization rated their interest in their situational interest and interest in algebra as higher than those who did not receive personalization. Additionally, personalization resulted in a positive impact on the student’s learning of algebra concepts (Bernacki & Walkington, 2014; Walkington, 2013).

Mathematics and closely related topics (i.e., probability) make up the majority of research on context specific personalization. Part of the reason for this is likely that it is traditional to include mathematical word problems in instruction and assessments. Since they are story and text based, these problems are easy to manipulate to include specific contexts and examples that might be familiar for students. Domain areas such as science or vocabulary may not have as many opportunities or as much available text in order to adjust the context of the materials to student interest. While initial research has begun to examine the importance of reading comprehension and personalization (Guida, Tardieu, Le Bohec & Nicolas, 2013), it is a domain that would be ideal to continue research in. Future research could be conducted on the impact of selected interest on training for reading comprehension, as it would be easy to manipulate passages to be consistent with selected interests of students.

**Discussion**

**Domains That Have Been Investigated and Types of Personalization**

There appears to be consistent positive effects from personalizing materials to encourage students to think of themselves while learning the material or relate the information to topics that are of interest to them. The SRE has been examined in varying domains such as science, mathematics, logic, and vocabulary. However, a closely tied concept, context, or interest personalization has been primarily examined in mathematics instruction. It would be advantageous for more research to be conducted into novel domains to see if consistent results are found and if it would be beneficial to include these strategies in tutors and instructional material in domains other than mathematics. It may additionally be of interest to examine the individual differences of students and how it may impact the influence of context personalization, as differences have been found in the effectiveness of these strategies between individuals with high and low need for cognition (Sinatra, Sims & Sottilare, 2014). Further, there has been variability of the age groups that research has been done with. Some studies have focused on the impact for elementary school age children (Anand & Ross, 1987; Cordova & Lepper, 1996), whereas others have examined college-level students (Ross, 1983; Sinatra, Sims & Sottilare, 2014). There may be differences in the impact of the manipulation when the difficulty level of the material is lower, as opposed to more advanced and conceptual.

There is a large amount of overlap between the context/interest personalization and self-reference literature, and additionally they have been a number of different approaches that have been taken to personali-
zation. Table 1 provides a visual representation of domains that have been examined in regard to personalization, and the variety of approaches to “personalization” that have been used in these cases. Some studies engage in both self-reference through inclusion of names and context personalization by including interests. Other studies engage in self-reference, or what is sometimes termed “personalization”, by including “your” instead of “the” in the text to encourage individuals to think of themselves in relationship to it. For instance, when teaching about the respiratory system, Moreno, et al. (2004) included text such as “During inhaling, your diaphragm moves down…” for personalization, instead of the more general and non-personalized, “During inhaling, the diaphragm moves down…” (p.391). While all of these approaches appear to have positive impacts on motivation, learning, and particularly transfer, it is important to note that there are many different ways that “personalization” has been defined in the literature. It would be helpful for specific terms to be created for each type of common manipulation so that there is consistency in their discussion. It would also be of use for future studies to begin examining if the type of content that is manipulated (learning phase, as opposed to assessment phase) has an impact on performance. Also of note is that the majority of work has focused on the domain of mathematics. It is important for future work to examine self-reference and context/interest personalization in multiple domains to determine its generalizability. There may be specific domains that more readily lend themselves to these types of personalization or others that do not lead to as positive results.

Table 1. Overview of domains that have been studied and the approaches taken to personalization in those specific domains.

<table>
<thead>
<tr>
<th>Domain</th>
<th>Studies</th>
<th>Personalization Methods Used</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computer networks</td>
<td>Rey &amp; Steib, 2013</td>
<td>Using “you” instead of “the”</td>
</tr>
<tr>
<td>Mathematics (algebra; fractions; order of operations; probability; word problems)</td>
<td>Anand &amp; Ross (1987); Bernacki &amp; Walkington, 2014; Cordova &amp; Lepper; d’Ailly, Simpson &amp; MacKinnon, 1997; Davis-Dorsey, Ross &amp; Morrison, 1991; Ku &amp; Sullivan, 2002; Ross, 1983; Ross, S. M., McCormick, D. &amp; Krisak, 1986; Walkington, 2013; Walkington, Sherman &amp; Petrosino, 2012; Zahner, 2012</td>
<td>Inserting names into problems; inserting self-entered preferences into materials; inserting general interests into materials; using examples that are consistent with individual’s major, using real life and story examples</td>
</tr>
<tr>
<td>Logic</td>
<td>Sinatra, Sims &amp; Sottilare, 2014</td>
<td>Inserting own name and names of known others into materials; inserting familiar names into materials</td>
</tr>
<tr>
<td>Reading comprehension and vocabulary</td>
<td>Guida, Tardieu, Le Bohec &amp; Nicolas (2013); Turk, et al., 2015</td>
<td>Including “me” in sentences while learning vocabulary; including lists and texts that are in familiar and unfamiliar locations</td>
</tr>
<tr>
<td>Science</td>
<td>Moreno &amp; Mayer, 2000; Mayer, Fennell, Farmer &amp; Campbell, 2004</td>
<td>Including “I” or “you” instead of “the”</td>
</tr>
</tbody>
</table>

Approaches to Personalizing Materials in ITS

A number of different studies have begun their personalization approach by giving the students a questionnaire in order to gather information (Anand & Ross, 1987; Ku & Sullivan, 2002; Bernacki & Walkington, 2014). In these studies, students may answer questions about family member names, friend names, favorite foods, favorite movies, etc. This information is then used by the instructor or computer-based system in order to customize learning materials and assessment questions to be consistent with the individual student answers. ITSs are advantageous because they can respond to individual student per-
formance and adapt based on whether or not the answers provided by the student are correct. However, they could also adapt by providing different questions based on student interests. There are a number of different ways to accomplish this. Among them would be for an ITS author to create general template questions that can be populated with words and context selections that have been indicated by the student’s preferences. An additional approach would be for subsets of examples/instructions that have different contexts to be presented and for question banks to exist that provide questions that are specific to the preferred context for the student’s interests. For example, the same question may be populated with contextual information about movies, music, or sports depending on the version of the question bank. The student’s preference selection would then determine which question bank that questions were received from. A general approach that may be of benefit in an ITS is the authoring of questions with “you” or “I” included in them when appropriate. This would allow for initializing self-reference without needing to make any substitutions within the text of the questions themselves. One approach may be to use questions and materials that are personalized from the onset of tutoring. Another approach would be to use personalization as an adaptation for remediation in certain domains, and when certain individual differences are present as opposed to others. The Generalized Intelligent Framework for Tutoring (GIFT) is a domain-independent intelligent tutoring framework. GIFT provides authors with the ability to use their own learning content and create their own questions. GIFT offers a great amount of flexibility and the ability to approaches to adaptation. Based on the current functionality in GIFT, in order to use self-reference, at the best approach would be to include “you” or “I” in the materials. Self-reference experimentation has previously been performed in GIFT through adaptations that occurred in PowerPoint based materials (Sinatra, Sims & Sottilare, 2014). However, it would be advantageous for future versions of GIFT to support including self-entered words in questions or send participants down different paths or to different question banks based on selected areas of interest (e.g., movies, sports, music, books, etc.).

Recommendations and Future Research

Research has suggested that there are positive effects of personalizing learning materials, whether it is to the individual student including their name and first-person text or through providing material that is consistent with their interests. Research has recently been continuing into the examination of mechanisms that result in these effects (Guida, Tardieu, Le Bohec & Nicolas, 2013) and into the individual differences that may impact their effectiveness (Zahner, 2012; Sinatra, Sims & Sottilare, 2014). As has been determined in this chapter, while there seem to be consistent positive impacts from using personalized materials, the domains that have been selected for research are primarily mathematics. Additionally, there has been large variation in the ways that personalization has been defined. Future research should focus on determining if these benefits are domain-independent and what personalization methods lead to the best outcomes in different domains.

Adaptive tutoring systems have qualities that make them perfect candidates for integration of interest personalization and self-reference. As GIFT is a domain-independent framework, it would be advantageous to include flexibility within course authoring such that the topics or contexts of questions could be personalized to individuals. This could be done through creating additional authoring tools for personalized question banks or implementing the use of survey question answers as stored variables for incorporation into questions. An additional approach would be to allow a selection of interest preference to send the student to one version of the materials instead of another. In its current and future forms, GIFT will be an advantageous framework to use to continue examining the impact of self-reference and personalization on student performance in different domains.
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A primary purpose of domain models is to define the scope of what students should learn and, in particular, determine for a given student which of the knowledge components (KCs) in a domain the student has and has not learned. Additionally, domain models can be viewed as predictions about knowledge transfer. If two activities or items are associated with the same KC in a domain model, it implies that successful performance in one activity will be associated with successful performance in the other. Recent work has taken this insight as a way to improve domain models based on data collected from students. Failures of such predictions may be taken as an indicator that the domain model needs to be revised; what was once considered to be a single element of knowledge may, in fact, be multiple separate elements. This chapter discusses the theory of domain modeling at the KC level and review current practice related to using data to test and refine such domain models.

Introduction

Historically, instructional design has aimed to define the scope of the subject matter to be taught to students, and the sequence of the topics and activities that make up instruction. The introduction of digital technologies into the learning process enables data collection on every attempt that a student makes to engage with a learning activity. In addition to facilitating ongoing assessment (DiCerbo & Behrens, 2012), the resulting data can be used to improve instruction itself.

In tutoring systems and adaptive learning technologies, the domain model describes the granularity and nature of the knowledge components (KCs) (Koedinger, Corbett & Perfetti, 2012). The domain model may also imply a sequence of learning objectives by describing dependencies in the domain. The domain model sits in relation to the learner model, which describes how the domain components are learned. The pedagogical model describes how the learner model is used for decision making about instruction for the domain contents. The pedagogical model imposes a sequence based on the domain dependencies and the current state of the learner model (Pavlik Jr., Brawner, Olney & Mitrovic, 2013). The Generalized Intelligent Framework for Tutoring (GIFT) community has discussed the topics of learner modeling, instructional management and authoring tools in this book series (Sottilare, Graesser, Hu & Brawner, 2015; Sottilare, Graesser, Hu & Goldberg, 2014; Sottilare, Graesser, Hu & Holden, 2013).

Even domain models designed by experts can be wrong. This may be because KCs and their relations are hypothesized and not directly observable, and because experts may forget the difficulties that novice learners face (Nathan, Koedinger & Alibali, 2001). A poor domain model means that instruction is inefficient and assessment is inaccurate. In designing instruction, we are obligated to consider that the learning experiences we design may be suboptimal and that we need to measure their efficacy.

The data we collect allow just such a measurement, which is based on two key ideas. One key idea is the learning curve, that is, as a population of students learns to perform some skill, the population error rate in the application of that skill will drop. This is remarkably distinct from data collected in assessment-only
settings, which assume that no learning takes place and students are unlikely to be assessed on a skill multiple times. The second key idea is that we want students to acquire knowledge that can be applied in multiple contexts. We want them not merely to memorize that 2+2 equals 4, but how to apply the plus operator to add arbitrary numbers. This is called transfer.

When we collect data on the performance of multiple students on a set of problems, we can measure which of several candidate domain models is a better description of actual student performance. This is because the data ought to follow from the key ideas of learning curves and transfer.

In this chapter, we first explain in detail what a domain model can look like, and give historical and psychological background. We then describe the issues pertaining to data-driven automation in domain modeling and give some recommendations on how to apply learning curve analysis in practice.

**A Domain Model and its Discontents**

One part of a domain model is a mapping between the activities in which the students engage and the skills required to perform these activities. For example, in the tradition of the Pump Algebra Tutor (PAT), the input elements in a user interface for solving a problem represent specific steps on the solution path (Koedinger, 2001; Koedinger & Anderson, 1997). Each step may require one or more skills, and it is sometimes difficult to determine what a skill is if “skills” are used in multiple contexts. From a theoretical perspective, tasks may be fully decomposable into independent KCs (Anderson, 2002). However, it is typically impractical in an educational context to fully represent KCs at this level. This illustrates a complexity. While a simple domain (one without much hierarchy or complex structure) may support the assumption that problems or items are somewhat independent (e.g., foreign vocabulary learning), KCs in a more complex domain may need to apply in different ways to different contexts, both alone and in combination with other knowledge components.

The idea of the independent KC is a first step in understanding how these independent skills combine to allow for the solution of problems, problem steps, and other tasks such as explanation or recall. In some areas of domain modeling, this assignment of KCs to items has become known as a Q-matrix, which is a simple table that describes how the collection of KCs apply to particular items of the domain (Barnes, 2005; Tatsuoka, 1983). This approach works well for many domains, but when the skills are very broad (e.g., legal reasoning), it becomes difficult to identify skill components that explain the different performances for similar items. Such domains are often called “ill-defined” (Goldberg, Sottilare, Brawner & Holden, 2011; Lynch, Ashley, Aleven & Pinkwart, 2006; Weerasinghe, Mitrovic & Martin, 2009).

Domain models take different forms, but these forms are typically in service of some instructional content that has been predetermined. As of now, there exist no systems that can freely describe generic experiences for a student. Rather, builders of educational software first must envision some target behaviors that the student must learn and present activities that exercise the KCs behind these behaviors. For example, if a student needs to learn addition, we must target the skills behind the addition behavior (perhaps including counting, carrying, and memory skills), and prepare activities that engage students in practicing these skills. This linking of the activity with a set of knowledge and skills is a sine qua non feature of a domain model.

This linking of KCs and activities is required for a system like GIFT, because this is basis for the pedagogical model to select activities, coupled with the status of the learner viz-à-viz the domain model. In other words, we need some set of skills that is monitored for learning to infer the proper pedagogy. This is relatively simple for an instructional activity with a one-to-one mapping of activity steps to knowledge components, but it becomes much more complex when issues of transfer are concerned. In the case of
possible transfer between tasks, the domain model must represent how that transfer occurs and the learning model must now make inferences based on the history of related task items, not just the history of the specific task at hand. An excellent example of how there may be multiple distinct assignments of skills to tasks is in the Geometry PSLC data set, where there are presently 37 posted domain models comparing alternative assignments of skills to geometry problems in the Geometry Area (1996–97) data set that can be accessed via DataShop (Koedinger et al., 2010).

Beyond determining what skills are relevant to accomplishing some activity step successfully, there are at least two key complexities that make such work challenging, which GIFT must account for. First, we must determine whether strengths on some relevant skills can compensate for weaknesses on other relevant skills, known as the compensatory issue. Second, we must determine a computational representation for how multiple skills combine to produce a response, known as a condensation rule (Rupp & Templin, 2008). For example, we may propose a conjunctive (all skills needed) or disjunctive (any one skill needed) rule. These issues can affect credit assignment, namely, determining how to update the learner model after the student’s completion of an activity with proper credit (blame) to skills that the student successfully (unsuccessfully) exercised. Such situations make transfer models difficult to formulate because as the number of possible models increases there is an explosion of possible ways to represent the domain.

If the wrong skill is credited with failure, a system may misdirect student practice, leading the student to practice a skill that is already mastered or neglecting to direct the student to practice a skill that has not yet been mastered (Koedinger, Pavlik Jr., Stamper, Nixon & Ritter, 2011). This credit assignment problem may be so severe that it explains why the ASSISTments project provides a useful alternative to standard problem solving. ASSISTments follows failed problems with additional simpler follow-up exercises and thereby allows for meticulous diagnosis in the case of failure. Such diagnosis may be critical to accurate updating of the learning model, which then allows the pedagogical model to function as it should (Razzaq, Heffernan, Feng & Pardos, 2007).

Another problem with the domain model can be when students work “off the model” forming KCs that are in error. These errant KCs can be called misconceptions, since they capture some aspects of correct knowledge but either overgeneralize or are too narrowly focused to account for all cases. For example, data on learning to compute least common multiples (LCMs) showed that many students provide the simple product, despite needing to further reduce the multiple, e.g., LCM of 4 and 6 is 12 and not 24. Prior practice with simple LCM problems actually appeared to support this error and poor transfer was observed from simple to reduced LCM problems. In contrast, the more difficult problems, which may begin with a simple multiplication, but are followed by a reduction and checking step, transferred well to the simple problems (González-Brenes & Mostow, 2013; Liu, Xu & Ying, 2012; Pavlik Jr., Yudelson & Koedinger, 2015). This sort of misconceived generalization can be problematic, since it is hard to anticipate without observing student examples, unlike the correct solution path. However, if a domain model of only correct task performance is applied, it certainly may face this issue of skills being learned incompletely or in ways applicable to only a subset of problems, which may lead to over- or under-generalization.

**Automation in Domain Modeling from Learning Curve Analysis**

The goal of domain modeling from learning curve analysis is to validate and improve the efficacy of instruction in a tutoring system or other learning environment. That is, learning curve analysis requires data as input. These methods cannot be applied for de novo design of tutoring systems in the absence of data.

Any given data set is the work product of students who engaged with some set of instructional activities. The activities that elicit student inputs are necessarily ordered in some way, such as according to some
theory of cognition and learning. For example, it might be proposed that some activities require students to engage in addition to arrive at a correct answer and other activities require subtraction. The theory provides the basis for a formal statement of the domain model and is the baseline domain model that the research may want to test and refine.

**Domain Model Discovery**

In some use cases, it may be impractical to describe existing activities through knowledge engineering, so one may wish to discover a Q-matrix automatically (González-Brenes & Mostow, 2013; Liu et al., 2012). Unfortunately, in this case, model interpretation is a challenge. First, there may be concerns with respect to identifiability, e.g., multiple Q-matrices may be equally likely to have generated a given data set. Even if we “establish sufficient conditions to ensure that the attributes required by each item are learnable from the data, we can “only expect to identify the Q-matrix up to some equivalence relation” (Liu, Xu & Ying, 2013).

Second, suppose it was possible to discover that some set of latent variables can partition a set of items based on responses to those items. It still may be unclear what skills the latent variables depict. It is critical to be able to label a latent variable as a particular skill or learning objective to ascribe instructional validity to a system. One strategy is to automate the analysis of the learning activities themselves to extract descriptors for the latent variables (Li, Cohen, Koedinger & Matsuda, 2011).

**Domain Model Refinement**

Rather than learning an entire domain model from data, we can start with a plausible, manually created Q-matrix and improve it. The key insight is that a particular domain model is merely a hypothesis about what makes for efficacious instruction and efficient student learning, a hypothesis that may be disproven based on the data we observe. Accordingly, we can treat domain model refinement as a search for a Q-matrix that is a better description of the data set at hand. If we start with a plausible Q-matrix and propose only incremental revisions, the search will lead us to a Q-matrix that can be interpreted with respect to its starting point.

Such a search is defined in Learning Factors Analysis (Cen, Koedinger & Junker, 2006), which consists of three components. First, $A^*$ is a heuristic algorithm for exploring a search space efficiently. Second, Q-matrix change operators can be applied within the search to modify a Q-matrix. The split operator replaces a single latent skill variable in the Q-matrix with two distinct variables, each of which only codes for a subset of the activities that bear on the original latent variable. The merge operator does the reverse. A set of “difficulty factors” (Baker, Corbett & Koedinger, 2007) can provide a candidate list of new skills to incorporate in the Q-matrix. Third, an evaluation component defines how to measure the quality of a Q-matrix after a split or merge operation. The output of the evaluation signals whether the search is proceeding productively or if it should redirect or terminate.

Interestingly, the evaluation of a domain model can be automated in a data-driven manner by leveraging already collected data. To the degree that one admits causal inference from observational studies, it does not require novel experiments or data collection. Specifically, we can leverage statistical modeling to determine whether one Q-matrix is preferable to another for the purpose of describing a particular data set. The process is:

- Acquire a data set of student practice of skills in the domain of interest.
Create or choose a statistical model appropriate for these data such that the model can incorporate a Q-matrix. Some existing models are described below.

Fit the model to the data once for each Q-matrix.

Confirm that the model is appropriate for the data.

Compare the model fits from the different Q-matrices.

Two important evaluation considerations are which of two Q-matrices makes more accurate predictions about student performance and which is more parsimonious, i.e., uses relatively fewer parameters for its predictions. Akaike information criterion (AIC) and Bayesian information criterion (BIC) scores (Wasserman, 2004), which express predictive accuracy, parsimony, and their trade-off quantitatively, can be used for model selection.

A data set may include a number of skills. By definition, a split or merge operation only affects two skills and a small subset of student activities, while predictive accuracy is measured with respect to the entire data set. As a result, the difference in predictive accuracy may be small even if a Q-matrix modification reflects something that is inherently true about cognition and learning. A focused benefits investigation can identify which changes to the Q-matrix drove the greatest improvement in predictive accuracy (Koedinger, McLaughlin & Stamper, 2012).

The evaluation component of Learning Factors Analysis (Cen et al., 2006) was originally defined with respect to a statistical model called the Additive Factors Model (AFM), which posits that student success in practicing some activity is a function, in part, of the quantity of practice that the student has had on activities that rely on the same underlying skills. Informally, AFM computes a population-level learning curve for each skill defined in the Q-matrix and uses the curve to predict average performance after some amount of practice.

Other predictive models may also be used in place of AFM, including Performance Factors Analysis (PFA) (Pavlik Jr., Cen & Koedinger, 2009) and Recent-Performance Factors Analysis (R-PFA) (Galyardt & Goldin, 2015; Goldin & Galyardt, 2015a). The chief difference among these models is in how they represent the history of student practice on some skill for the purpose of predicting whether a subsequent attempt will be successful. Briefly, AFM considers the total quantity of practice so far; PFA distinguishes the total quantity of correct practice from incorrect practice; and R-PFA distinguishes correct and incorrect practice as well as gives greater weight to more recent evidence. These models make different predictions and their parameters differ in interpretation. Notably, the AFM model is more likely to fail to recognize the value of some domain model distinctions (a skill split) than the R-PFA model (Goldin & Galyardt, 2015b). The AFM and PFA models support domain models that tag each learning activity step with one or more compensatory skills, while the R-PFA model only supports domain models with one skill per activity step.

**Shapes of Learning Curves**

Once we have gathered data on student practice with some set of learning activities, we can generate a set of learning curves with respect to some specific domain model. Our goal is to generate one curve per KC, but this is not a trivial task. It is challenged by the issues of compensatory skill relationships, condensation rules, and credit assignment. Nonetheless, assuming that we have a data set and a domain model, for each skill defined in the domain model, for each practice opportunity, we can plot the average population probability of success on the skill (or equivalently, the error rate, flipping the vertical axis).
In general, we assume that our data set contains records of student learning. In an “ideal” curve (Figure 1 shape a), the initial probability of answering correctly is fairly low and after some sensible amount of practice the probability of success is high, indicating learning. Based on this, we can ascribe interpretations to some typical learning curve shapes (Koedinger, Stamper, McLaughlin & Nixon, 2013).

The population error rate may remain high even after some reasonable amount of practice (in shape b, the curve plateaus at 80% success). Possible causes of this are that students may not have sufficient practice opportunities to master the skill or that the curve in fact is a mixture of two skills, and averaging the skills together obscures the distinct error rates on the two skills. An example of the latter is given by Corbett and Anderson (1995, Figs. 5–6). Alternatively, the assessment activities available for this skill may have a high “slip” rate, where “slip” defines the probability of making an error despite correct knowledge, indicating a need to consider whether such a high slip rate is appropriate to teaching and assessing the skill.

If the population error rate declines very slowly (shape c), the skill may be especially challenging for students. This may indicate an opportunity to revise instruction on this skill or consider whether there may be sub-skills that can be called out for targeted instruction and assessment.

When the population error rate is low even at early practice opportunities (shape d), the data may indicate that by the time students in this data set encountered the activities that produced these observations, they have already mastered the skill in question. Alternatively, the assessment activities were very easy, perhaps inadvertently so, in the sense that students could arrive at correct answers by guessing or by applying a simple strategy.

If a learning curve is split into two distinct skills appropriately, the split ought to yield curves that are more sensible than the merged curve. For example, suppose two skills with ideal (shape a) curves are inappropriately merged into one in a domain model, and in the data set all practice of the two skills is blocked (all practice on one skill follows all practice on the second). The resulting shape will have a spike in the error rate when students begin to practice the second skill (Fig 2 shape a Blocked). If this curve is split correctly, the resulting curves will resemble shape a in Figure 1.

Figure 1. Typical learning curve shapes.
However, it is also possible that when the two skills are merged into one, practice on the two skills is interleaved (i.e., students practice one activity from each of the skills, then a second activity from each of the skills, etc.). This would yield a merged curve depicted in Figure 2, a \textit{Interleaved}. It is possible that splitting such a curve into its underlying two skills may not result in a statistically detectable difference; in this case, the R-PFA model is more likely to detect a difference than AFM (Goldin & Galyardt, 2015a).

In sum, the shape of learning curves may reveal opportunities for improving the domain model, the instructional activities, and their sequence.

**Leveraging Learning Curve Analysis in Practice**

An analysis of task data from Carnegie Learning’s Cognitive Tutor (Koedinger, Corbett, Ritter & Shapiro, 2002) can serve to illustrate the way that learning curves are used to refine domain models. Figure 3 shows a word problem from the algebra tutor. The student’s task is to complete a table corresponding to the word problem, and the table shown has been partially completed. One of the key steps in this problem is to complete the empty cell by entering an algebraic expression for the dependent variable in the word problem. The illustrated problem is one of a set of 41 word problems that could be presented to students in this section of the curriculum. For each student, problems are selected from this set of problems so as to maximize student exposure to KCs that have not been mastered and minimize work on KCs that have been mastered. If two or more problems are identical with respect to their match to the student’s mastery, one will be selected at random.

**Figure 3. Cognitive Tutor word problem.**
In the initial domain model for this section of the curriculum, a single KC represented the skill of writing an expression within a word problem. Figure 4 shows a learning curve for that KC, collected from 497 students who completed this section of the curriculum. The learning curve shows that the first time that students attempted to write an expression for a problem like this, 25% of the attempts were correct. On the second opportunity to write an expression (in the next problem presented), students averaged 23% correct. The third opportunity evidenced substantial improvement, reaching 62% correct. Students gradually improve with subsequent opportunities. Although this curve does illustrate learning (since students do improve at the task), the curve most closely resembles the “interleaved” curve illustrated earlier (Figure 2 a Interleaved). Since problems are randomly selected (given equality with respect to skills), this effect cannot be due to the educational value of specific problems. The shape of the curve indicates that there may be more than one KC being learned.

Figure 4. Learning curve for all word problems.

Figure 5 illustrates the same data as Figure 4, but split according to whether the word problem involved a positive or negative slope. A negative slope problem might, for example, involve calculating the altitude of an airplane that is landing, so that the altitude decreases over time. In the positive slope graph (left), the first opportunity represents the first positive slope problem presented to a student and the second opportunity represents the second positive slope problem presented. Similarly, the negative slope graph (right) displays opportunities with respect to problems of that subtype.

Figure 5. Learning curves for problems on positive slope (left) and negative slope (right).
Both positive and negative curves resemble the “ideal” curve shape illustrated earlier. This is evidence that there are, in fact, two KCs underlying performance of this task. The pattern shown in these data suggests that there is in fact no transfer between writing an expression with a positive slope and writing one with a negative slope. This is a remarkable and non-obvious discovery. Students learning to solve problems of this type have good knowledge of positive and negative numbers and of positive and negative slopes in linear functions. Curricula and educational standards do not normally treat word problems with positive slopes as distinct from word problems with negative slopes. Nevertheless, this data pattern indicates that students think about increasing quantities and decreasing quantities very differently. Although the data were collected in the context of students using Cognitive Tutor, it is likely that this KC split is more generally applicable to students in beginning algebra. Many such students may understand how to model a linear relationship having a positive slope without knowing how to form such a model when the relationship has a negative slope.

This example illustrates an important point about domain modeling that is often underappreciated. The domain model is relative to students’ level of knowledge. Once students come to a more advanced understanding of the linear functions underlying word problems, they will likely no longer show any distinction between positive and negative slope problems. A model of a more advanced student might not make this distinction.

**Recommendations and Future Research**

Domain models are traditionally constructed by subject-matter experts who are able to describe the basic distinctions made within a domain. Such distinctions, however, are often based on an expert view of the domain, rather than a view of the kinds of distinctions that students may need to make in order to develop a complete understanding of the domain. A fundamental assumption underlying the view presented in this chapter is that a domain model is primarily about transfer. We know a domain model is correct if it correctly predicts that knowledge required to solve one problem will (or will not) be sufficient to solve a different problem.

Many of the distinctions required to develop a sufficient theory of transfer in a particular domain can be delineated through cognitive task analysis (Clark, Feldon, vanMerrienboer, Yates & Early, 2008; Hess & Saxberg, 2013), and that process is an excellent first step toward developing a domain model. However, many important domain distinctions are not as obvious and are unlikely to be discovered without analysis of student performance. Current educational technologies are able to capture data in sufficient quantity and detail to enable data-driven refinements to domain models. Variants of learning factors analysis show great promise in automating these refinements, which we expect to greatly expand its utility.

Data-driven domain modeling is a process of refinement, starting with initial hypotheses about a domain (including a cognitive task analysis and specification of possible knowledge component distinctions). This cycle of refinements is necessarily incremental and proceeds fairly slowly. A major advance for domain model construction would be the development of standards and practices for documenting and sharing domain models found through these methods. Such sharing would allow instructional system designers to begin with more complete domain models and more accurately model the growth of student knowledge.

---

5 Note that the initial curve (Figure 4) illustrates the “interleaved” pattern because the data were actually collected after the split between positive and negative slopes was implemented. The problem selection algorithm will tend to interleave skills.
Given the issues discussed in this chapter, below are some specific recommendations for domain modeling support within GIFT:

1. Treat each domain model as a hypothesis rather than a perfect final definition. Allow for a variety of domain models, similar to how the PSLC DataShop can flexibly treat domain models. Facilitate iterative improvement of domain models.

2. Create a separation between the activity user interface and the domain model, and guard against a domain model that addresses the quirks of your interface rather than actual aspects of domain knowledge. To do so, provide a variety of instructional activities for each target skill and leverage well-specified domain models in authoring of distinct and varied instructional activities.

3. Consider the sharing of domain models. A domain model that is validated in multiple instructional contexts is inherently more trustworthy than one that is only applied in one tutoring system.

4. Domain experts may overstate the significance of hypothetical difficulty factors. That said, if a difficulty factor does not improve a domain model, there are modeling and measurement issues worth checking. For example, is there sufficient statistical power to test for the presence of a difficulty factor? Is the model at hand falling prey to a false negative? Consider the validity of inferences from learning curves where student attrition and selection bias have differential effects at early and late practice opportunities.

5. In the pedagogical model, enable randomized ordering of activities for experimental validation of domain models. Even for adaptive activity selection in production-ready systems, when a domain model claims that some activities are interchangeable ways to acquire and practice a skill, there needs to be a way to validate this claim.
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Text components of digital lessons and problems are often static: they are written once and too often not improved over time. This is true for both large text components like webpages and documents as well as the small components that form the building blocks of courses: explanations, hints, examples, discussion questions/answers, emails, study tips, and motivational messages. This represents a missed opportunity, since it should be technologically straightforward to enhance learning by improving text, as instructors get new ideas and data are collected about what helps learning. We describe how instructors can use recent work (Williams, Kim, Rafferty, Maldonado, Gajos, Lasecki & Heffernan, 2016a) to make text components into adaptive resources that semi-automatically improve over time, by combining crowdsourcing methods from human-computer interaction (HCI) with algorithms from statistical machine learning that use data for optimization.

Introduction

Many online education resources are arguably static and one size fits all. They provide significant content, but like a textbook, provide the same explanations and material to all users. Once the resource has been created, it generally remains constant, with text and pictures rarely changing, regardless of how helpful they are for learning. There is little technology support for instructors to do rapid content iteration or collect data that they can use to decide which versions are better than others.

An intelligent tutoring system (ITS) provides one alternative to this static instruction. ITSs deliver different versions of a learning experience to each student, based on their knowledge, attitudes, or behavior. However, this may require instructors to generate alternative versions of the content. Most instructors do not have the resources to make many different versions of lessons, such as alternative explanations and examples, and they may not be sure which explanations and examples will be most effective.

How can instructors turn static text into adaptive components that can be perpetually enhanced? This chapter discusses how the goals of instructors and researchers in the learning sciences can be advanced by integrating crowdsourcing and design ideas from human-computer interaction (HCI) with machine learning algorithms that provide automatic optimization. The approach is illustrated by describing a system that instructors can use as a plugin to improve text components of instruction. It is called the Adaptive Explanation Improvement System (AXIS) and was first reported in Williams, Kim, Rafferty, Maldonado, Gajos, Lasecki & Heffernan (2016a).

AXIS lets an instructor designate an existing static explanation to be turned into an adaptive, data-driven component that tests out different explanations and improves over time. Each component asks learners to explain why an answer to a problem is correct, which promotes reflection and understanding (Williams & Lombozro, 2010), as is well established in education as the self-explanation effect (Chi et al., 1989; 1994; Lombozro, 2006). At the same time, learners’ explanations can be collected and then presented to help future students learn, given the importance of high quality explanations (Renkl, 1997). The instructor then indicates how explanations should be compared (e.g., based on learner ratings or on learner performance on a related problem), and AXIS applies a machine learning algorithm automatically analyze and use the
data being collected to choose better explanations for future students. For example, in a computer science class, one might want to determine what explanation of a sorting algorithm is most clear to learners, as measured by students’ rating of the helpfulness of the explanation. If learners are provided with the opportunity to rate the explanation that was provided to them, their responses can be used to select better explanations for future learners.

The original paper (Williams et al., 2016a) provides the technical details of the system design and algorithm. The current chapter is intended to provide a higher level overview of how the approach is relevant to instructors and researchers outside of HCI and machine learning. In that vein, we begin with a brief overview of relevant work.

**Related Work**

**Human Computation and Crowdsourcing for Education**

Creating usable, understandable explanations for answers to problems is a task that current artificial intelligence (AI) approaches still struggle to achieve, although great success has been made in building intelligent conversational tutors for specific tasks (e.g., Graesser, Chipman, Haynes, Olney, 2005). Crowdsourcing for human computation has been used to create useful systems in a variety of settings where an AI still struggles (Doan, Ramakrishnan & Halevy, 2011), like assistance editing word documents (Bernstein et al., 2010). These systems achieve scalability by reducing the skill level needed by individuals in a crowd to complete components of a task (e.g., see Scribe, Lasecki et al., 2012).

Paulin and Haythornthwaite (2016) explore different facets of online education that can be crowdsourced. Yuan et al. (2016) specifically explore how rubric-guided crowd workers can produce helpful feedback on students’ design submissions. Weir, Kim, Gajos, and Miller (2015) introduce the idea of “learnersourcing” as a way to elicit useful improvements to an educational system from “crowds” of learners, as a byproduct of their natural interaction with educational content (see also Kim, 2015; Kim et al., 2014).

Glassman & Miller (2016) describe a learnersourcing system that, through personalized prompts, collects hints for students from peers who have already acquired the expertise necessary to generate them. These hints helped students debug computer processors and design better transistor-based logic gates. The current chapter is similar in collecting learnersourced explanations and hints. Additionally, our work collects feedback from students, using machine learning to analyze this data and infer how popular explanations are, then actively change the system to present explanations more frequently as evidence accrues as to their effectiveness.

**Tradeoffs between Experimentation and Optimization**

Randomized experimental comparisons are a powerful method for quantitatively determining what is effective – from instructors and researchers identifying which of multiple explanations are satisfying, to doctors identifying which drug promotes health to product designers evaluating new interfaces. Experiments have brought great value to web analytics under the label of A/B testing (Kohavi, Longbotham, Sommerfield & Henne, 2009).

Typically, experimental comparisons assign people to conditions with equal probability (e.g., 50% to explanation A and 50% to explanation B) since this provides maximal statistical power to detect differences, relative to random assignment that uses non-equal probabilities (e.g., 30% to explanation A and 70% to
Both approaches are random in the sense that it is not known which condition a participant will be assigned to (that is sampled), but not random in the more limited sense that the probability of being assigned to any condition is equal. Both approaches are statistically valid in allowing causal conclusions. The approach of random assignment with different probabilities provides the opportunity to reduce (but not eliminate) statistical power to discover differences, in order to maximize actual benefit to the participants in the experiment, since a greater proportion of them could receive the more beneficial condition.

This raises many instructional, statistical, and ethical questions, which instructors and researchers will themselves have to answer. In this chapter, we describe how this connects to a classic problem in reinforcement learning: Balancing exploitation of what has already been observed with exploration to learn more about different options.

Reinforcement Learning: Multi-Armed Bandits

Reinforcement learning (RL) is a type of machine learning that allows a system to learn through interaction with an environment (see Sutton & Barto, 1998 for an overview). RL algorithms try out different actions, and seek to determine what actions tend to be most effective. What is “effective” is defined by the algorithm designer as a particular parameter to optimize; in the case above, an effective website is one that generates mailing list signups.

In cases like testing different versions of websites or deciding what ads to show users, a class of algorithms known as multi-armed bandit algorithms is commonly used. The term multi-armed bandit comes from analogy to slot machines (“bandits” that “steal money” when you pay them) that have multiple arms to pull, with unknown and uncertain payoffs. A player may be trying to determine what arm to pull (what action to take) to get as large of a payoff as possible, which requires balancing exploration of arms against exploitation of arms that seem to be good.

While there are many different bandit algorithms (e.g., Auer, Cesa-Bianchi & Fischer, 2002; Chapelle & Li, 2011), all of them seek to optimize the total effectiveness of the selected options, and do so even when effectiveness is stochastic. In the case of educational applications, we define the payoff based on some measure we are trying to optimize, such as learning or motivation, and the “arms” (actions) are different versions of educational content. Multi-armed bandit algorithms provide a scalable, model free way of optimizing our choices so that we will end up being as effective as possible for as many students as possible (Clement et al., 2014; Liu, Mandel, Brunskill & Popovic, 2014).

Multi-armed bandit algorithms seek to maximize the total cumulative effectiveness of all actions over a period of time. For instance, if after one hour, 2% of users of version A and 5% of users of version B have signed up for the website, this type of algorithm will tend to assign more users to version B, since it has observed evidence that this version is more effective. However, it will still allocate some users to version A because it is not yet certain which is better: it may just be by chance that more people have signed up with version B, especially if only a small number of users have viewed the site. As the number of users increases, the algorithm’s confidence in which version will be more effective increases, and it will tend to assign almost all users to the most effective option.

Making Static Text Components Adaptive

We illustrate our approach in a system for creating adaptive explanations for math problems, AXIS (Williams et al., 2016). In the following sections, we provide context about the value of explanations, then
describe how an instructor can set up AXIS for adding and adapting the explanations for how to solve math problems.

Explanations in Math Problems

To provide context for an instructor’s goal of making explanations in math problems adaptive, consider the ubiquitous structure of problem activities in platforms like Khan Academy, ASSISTments, EdX, and Coursera. Students attempt a problem and are given feedback about whether their answer is correct. They may also be able to request an explanation or elaboration that explains why an answer is correct or how to solve the problem. The value of providing quality explanations is clear from the educational and psychological literature, although it is an active area of research as to which explanations are deemed satisfying and actually help learning (Lombrozo, 2006; Renkl, 1997).

Learnersourcing Interface for Eliciting Contributions

Typically, a student might see no explanation after solving a problem, or if one is given, it was written by the instructor who wrote the problem. To elicit explanations from students that can be used for future learners, we add a reflection prompt, asking the student to explain why the answer was correct in their own words. The prompt tells the learner that generating the explanation will help them solidify their knowledge, as shown in Figure 1. The design of this prompt is guided by decades of research in psychology and education on the benefits of generating explanations for learning (Chi et al., 1994; Williams & Lombrozo, 2010; Williams, Lombrozo, Hsu, Huber & Kim, 2016).

The prompt of course is designed to serve a second function, which is to generate explanations that future students might find helpful, in the spirit of crowdsourcing in HCI. These learner-generated explanations can be tested on future learners using reinforcement learning algorithms that evaluate the explanations using performance metrics designated by instructors.

Figure 1. A prompt for a learner to explain how to solve a math problem.
Choosing Performance Metrics

The instructor must decide what metric the system should be maximizing via its choice of text component. For example, in the Williams et al. (2016a) deployment of AXIS, we decided to maximize learners’ ratings of how helpful explanations were for learning. To maximize learners’ ratings of helpfulness, an instructor can insert an additional question for learners who receive an explanation to answer: “How helpful do you think this explanation is for learning?” Students can respond on a Likert scale, such as 1 (Absolutely Unhelpful) to 10 (Perfect), as shown in Figure 2. In future versions of this system, instructors could choose to optimize a combination of performance measures, such as learners’ accuracy on subsequent problems and the likelihood that they keep working.

![Figure 2. An example of an explanation of how to solve a particular math problem, with a prompt to rate the helpfulness of the explanation.](image)

An instructor might wish to optimize a more direct measure of learning or progress toward the instructor’s long-term goals. For instance, the value of each text option could be based on how many learners who saw that option got the next problem correct. We considered this measure but found that confounding factors, such as variations in knowledge across students, overwhelmed the relative differences in quality between explanations. Increasing the number of learners using the system would allow the machine learning algorithms to better cope with these confounding factors.

Deployment of AXIS

We (Williams et al., 2016a) deployed the AXIS system with 75 and then 150 learners, numbers comparable to multiple offerings of large residential introductory courses and sought to optimize the helpfulness of the explanations as rated by learners.

As learners solved problems, their construction of a deep understanding was guided by prompting them to explain why answers were correct. These explanations were captured and then provided to other learners, so that after receiving the correct answer, future learners could read an explanation of why the answer was correct. Learners were asked to indicate how helpful an explanation was on a scale from 1 to 10. A multi-armed bandit algorithm then automatically incorporated the rating from each new learner and used the ratings to alter the probabilities of which explanation it would present to the next learner. Those that tended to be highly rated were presented more frequently, and AXIS automatically incorporated new explanations that were given by users into the pool of explanations that it delivered. Figure 3 shows examples of explanations from several different categories: explanations discarded by AXIS, explanations identified as good by “Early Stage AXIS” (after just 75 learners), explanations identified as good by “Later Stage AX-
IS” (after 150 learners), and explanations written by an instructional designer on the ASSISTments platform.

We evaluated the explanations produced by the AXIS system after 75 learners (“Early Stage AXIS”) and 150 learners (“Later Stage AXIS”). Relative to the original math problems that had no explanations, adding AXIS’s crowdsourced and intelligently selected explanations to math problems significantly improved learners’ subjective learning experience, as measured by their ratings of how much they learned (effect size of AXIS explanations impact on subjective ratings of learning, vs. no explanation: \( d = 0.29 \); vs. instructional designer: \( d = 0.06 \); vs. filtered explanation: \( d = 0.22 \)).

In addition, these learner-generated explanations from AXIS also objectively increased learning, as measured by performance improvements on related problems that were presented in a pre-test (before studying problems) and then again in a post-test (after studying problems under different conditions, like receiving vs. not receiving AXIS explanations). Overall increases in accuracy solving problems were observed for AXIS explanations, vs. no explanation: \( d = 0.19 \); vs. instructional designer: \( d = 0.09 \); vs. filtered explanation \( d = 0.01 \). Breaking up accuracy into isomorphic and transfer problems: The increases were observed on isomorphic problems, that were identical except for changing the numbers in the problem (vs. no explanation: \( d = 0.12 \); vs. instructional designer: \( d = 0.11 \); vs. filtered explanation: \( d = 0.07 \)), as well as on transfer problems, that were completely novel but tested generalization of the concept (vs. no explanation: \( d = 0.22 \); vs. instructional designer: \( d = 0.04 \); vs. filtered explanation: \( d = 0.26 \)).

<table>
<thead>
<tr>
<th>Learner Explanation AXIS Discarded via Filtering Rule</th>
<th>Explanation</th>
<th>Explanation Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Early Stage AXIS</td>
<td>It is three over seven because after the chocolate cookie has been removed there are 7 cookies in the jar, leaving 3 oatmeal cookies remaining.</td>
<td>5.2</td>
</tr>
<tr>
<td>Later Stage AXIS</td>
<td>When you have 8 cookies in the jar and 5 are chocolate you have a 5/8 chance of the cookie you draw being chocolate. When there are 7 cookies in the jar and 3 are oatmeal you have a 3/7 chance of drawing the oatmeal cookie. To get the overall probability you need to multiply 5/8 by 3/7 which results in overall probability of 15/56</td>
<td>6.8</td>
</tr>
<tr>
<td>Written by Instructional Designer</td>
<td>The total number of cookies in the jar is 8. Since there are 5 chocolate cookies the probability that Chris gets an chocolate cookie is 5/8. Since Chris removed 1 cookie from the jar and did not replace it or put it back there are now 7 cookies in the jar. So, the probability that Chris gets an oatmeal cookie from the jar is 3/7. 5/8 x 3/7 = 15/56. So, the probability of Chris getting a chocolate cookie on the first draw, and an oatmeal cookie on the second draw is 15/56. Type in 15/56</td>
<td>7.7</td>
</tr>
</tbody>
</table>

Figure 3. Examples of learner-generated explanations collected and delivered by AXIS, as described in Williams et al., 2016.

**Instructor Review in AXIS**

At any point, the instructor can inspect the pool of explanations in the system, see the policy for how often each explanation is being presented, and also see the data about how explanations have been rated so
far by students. Figure 4 shows a screenshot from a prototype view we have built for instructors, which provides a rough illustration of the kind of information instructors can see and how they could change components of AXIS. This can be valuable in informing instructors about their “expert blind spots” about which explanations students will find helpful (Nathan, Koedinger, Alibali, 2001). The policy is the probability that each explanation will be presented and directly reflects the reinforcement learning algorithm’s “judgment” of how much evidence suggests that this explanation is the best explanation, with respect to the instructor’s performance metric.

The design of the system also allows the instructors to interact with AXIS, although Williams et al. (2016a) did not explore this. The AXIS frontend interface pulls the actual explanations from the Google sheet in Figure 4, computing the policy based on the data in that Google Sheet, using the probabilities displayed. Any modifications to that sheet directly impact the behavior of the AXIS system. This provides a range of promising functionality that needs to be carefully studied.

The instructor can directly add their own explanations at any point in time, by typing them into the sheet. AXIS will then start presenting it alongside student explanations. Instructors can also directly increase or decrease the probability of an explanation being presented. They could do this by directly overwriting the Probability of Presentation in column F, although this will override the AXIS algorithm’s computation of a policy. A way for the instructor to interact with rather than override the AXIS algorithm would be by giving the explanation their own rating of how helpful it is for learning, entered into column C. Using a Bayesian approach that exploits the conjugate distributions in Thompson Sampling, the instructors could encode their beliefs about the quality of the explanation as giving a certain number of “fictional” observations of student ratings. In Williams et al. (2016a) this was not exploited, since we assumed that the “pri-
or” for every explanation was just two fictional observations, as if one student had rated it a 9 and another a 10.

Future works needs to explore how to elicit these judgments from instructors in a way that is effectively incorporated into the algorithm. For example, this requires specifying how much weight should be given to the instructor’s rating of the explanation relative to an individual learner, which could be based on their confidence in their rating. Such capability can help instructors fine-tune the system when learner-generated explanations contain misconceptions or the instructor wants to direct learners to a particular explanation. The general approach we use aims to empower instructors to build adaptive educational systems, in the spirit of end-user programming that allows people to make changes to software systems without writing code (Myers, 1995).

**Implementation and Use of AXIS: Available Resources and MOOClet Framework**

While the AXIS components can be implemented using any technology of choice by the instructor team, we have provided an online tool to make it easy for instructors to use AXIS in their own classes. To find out more, sign up at the URL http://tiny.cc/useaxis. The tool allows instructors to submit their own problems and questions to get a version of AXIS for their own demo or classroom. Their version of AXIS can then be provided directly to students (e.g., by emailing a URL) or embedded into a range of Massive Open Online Course (MOOC) platforms and learning management systems, like EdX, Canvas, Moodle, since these and AXIS both use the Learning Technologies Interoperability (LTI) standard.

The crowdsourcing and machine learning approach used in AXIS can be applied to adapting a wide range of other resources. For example, an identical approach has been applied to adapting and personalizing which motivational emails students receive, which study tips appear above problems, and which lesson pages are presented. The technology and approach that support this broad range of adaptation is described by the MOOClet framework (Williams & Heffernan, 2015 and; Williams, Kim, Li, Whitehill, Maldonado, Pechenizky, Heffernan, 2014). This framework allows any existing website, app, or online resource to leverage crowdsourcing and machine learning to produce rapid adaptation, providing data in real time to both instructors and algorithms immediately after students interact with resources.

**Summary, Recommendations, and Future Work**

In this chapter, we have described a systematic approach for transforming static lessons into adaptive resources, in the context of self-improving explanations for how to solve mathematics problems. By drawing on research on explanation from psychology and education, we designed prompts that enhanced the learning of both the students who generated the explanations and the future students who receive the explanations. The system was designed by combining crowdsourcing principles to elicit learner responses at scale and statistical machine learning algorithms to optimize which explanations are presented, using target metrics defined by instructors. Instructors and researchers who wish to use this system or learn more can sign up at http://tiny.cc/useaxis. We briefly discuss future applications and extensions of this type of system.

**Beyond Math Problems: Adapting Hints and Discussion Forum Q&A**

Many features of a learning environment can be enhanced by iteratively improving written text or recommendations. MOOC discussion forums include many examples of questions asked and answered by learners and course staff. Our system could recommend answers, based on the objective performance or subjective ratings of the students who accessed them. In addition to providing explanations after an an-
swer is known, this system could adaptively provide \textit{hints} for how to solve problems. The current system could be used to select and optimize the distribution of learner-generated hints from a learnersourcing system like Glassman and Miller’s (2016) in real time.

**Personalization**

The current approach is limited by a one-size-fits-all assumption: that there is a single best-explanation for everyone, in every context, independent of their learning goal. An alternative is to collect data about differences between individuals’ context and characteristics, and use this in learning \textit{personalized} policies. When given individual’s context and characteristics, reinforcement learning algorithms can also learn a policy for \textit{whom} to deliver \textit{which} content to. Learning personalized policies does not require without creating new explanations or modifying existing ones. The existing approach can be straightforwardly extended to create adaptive components that become personalized, once there is a metric for differences between learners.

**Summary**

Our system allows an instructor to launch with a single explanation, hint, or answer, and leave open the option to \textit{improve} this over time, as data become available about what works for learners. The system is easily extendable to tailor explanations to individual learners based on their specific gaps in knowledge or misconceptions. Frameworks like our system provide the opportunity for an entire community of instructors and learners to be involved in instructional design, treating the activity as an ongoing resource to be improved and refined.

For example, if lessons, discussions, or problems in a single MOOC are used by a wide variety of classes, any instructor from these classes can contribute text components, as well as expert opinions on which text components are effective. Rather than making hard, permanent decisions about what explanation to present, the system probabilistically combines opinions and evidence from many different sources. Future ITSs can benefit from incorporating these adaptive text components into existing lessons. Future work focused on personalizing explanations based on the characteristics of individual learners and testing the effectiveness of these systems in a larger set of domains will enable ITS designers to better understand how these systems might be of the most benefit for increasing learning.
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Problem solving is integral to learning in science, technology, engineering, math, and computer science (STEM+C) fields. Computer-aided instruction environments allow students to work open-ended problems, but often fall short on providing students with individualized feedback. Intelligent tutoring systems and cognitive tutors provide student feedback that approaches that of human tutors. We have created a data-driven method of producing problem-specific domain models as well as tutor-specific student models. We model each problem as an interaction network, a graph-based, problem-specific domain model that represents data collected during interactive problem solving. These domain models are naturally constrained by the specific problem-solving environment and the biases of students using it to solve problems. We use the interaction networks to mark problem steps as correct or incorrect by tracking each student’s ability to recognize when to use specific tutor-actions and assign problems appropriate to each student’s level. The combination of these methods allows tutor developers to individualize problem selection and provide next-step hints and worked examples that can improve student learning. In this chapter, we describe how we use interaction networks in place of formal domain models to provide intelligent support for learning, enabling the creation of intelligent tutors from existing problem-solving environments and their data. We also highlight how the process of constructing data-driven support for intelligent tutors can lead to understanding the problem-solving domains themselves.

Introduction

Problem solving is integral to learning. In science, technology, engineering, math, and computer science (STEM+C) fields, working open-ended problems is a common way for students to develop and demonstrate higher-level learning (Land, 2000). Most intelligent tutors improve learning in STEM+C by selecting problems for students and supporting problem solving with feedback that helps affirm or correct student work after each step. This individualized support is achieved by using a domain model to measure student knowledge over a set of tutor problems, i.e., knowledge tracing (Corbett & Anderson, 1994), and recognize and diagnose the work students demonstrate during step-level decisions within a problem, i.e., model tracing (Heffernan et al., 2008). Historically, these domain models have been expert systems that model how problems are solved in the given domain. In this chapter, we present our methods that leverage the design of the problem-solving interface as well as logs of student behavior to build data-driven model tracing (DMT) and data-driven knowledge tracing (DKT). Both of these techniques rely on our interaction networks that represent data-driven domain models for complex, open-ended problems, where the solver has to overcome barriers between a given problem state and a goal state using a set of multi-step activities, and there are complex interactions between the solver’s used skills and abilities and the constantly changing requirements of the state-space (Wenke, Frensch & Funke, 2005).

In this chapter, we describe data-driven domain modeling with interaction networks for problem solving. It is straightforward to apply the processes presented here for problems such as those in logic and algebra, which use a set of defined rules, have multiple correct solutions, and have multiple paths to those solutions. We have also shown that it is possible to represent more general complex open-ended problems, such as writing programs, with our data-driven interaction networks (Hicks, 2014), and that is possible to
use the interaction networks to augment problem-solving environments with next-step hints (Stamper et al., 2013) and worked examples (Mostafavi et al., 2015c). Our methods build domain models from the trace, or transactional, data from human-computer interactions in problem-solving environments, leveraging the built-in system support for problem manipulation. This facilitates creating intelligent tutoring systems (ITSSs) from instructional software without the need to develop formal domain models.

**Interaction Networks**

Interaction networks can be built using any system logs that can be mapped into state, action, and resulting-state tuples. Today, most learning environment logs record enough information to replay the sequence of recorded student behaviors (Baker, Corbett & Wagner, 2006), making it very likely that most interactive tutors can be mapped to these sequences. For an individual problem and student, we construct an attempt sequence, as shown in Figure 1, including edges for the student’s actions and states for the pre- and post-conditions for each action. Actions correspond to rules and manipulations that can change the tutor interface, and states correspond to the values of interface elements. In problem-solving environments in STEM+C, actions are typified by rule applications, assignment of values to variables, and tying elements of a word problem to variable names, to name a few. Figure 1 uses a simple algebraic example showing a single attempt to solve the fraction addition problem of $\frac{1}{4} + \frac{1}{6}$ (the start state), where the first action is to find the common denominator of 12, the second is to find the numerator for $\frac{1}{4}$, the third is to find the numerator for $\frac{1}{6}$, and the final step is to add the numerators. Each state, as illustrated here, represents enough information to reconstruct the tutor interface at a given step.

**Figure 1.** An attempt sequence for a fraction addition problem. The nodes are states, and edges are actions the student takes to solve the problem.

Once the tutor logs are directly converted to attempt sequences, we combine all attempts into a large, complex network representation called an interaction network, with states and edges annotated with frequencies, elapsed time, start states and goal states. This interaction network serves as the basis for our DMT and DMK, as described in the remaining sections.

**Related Research**

Using data-driven methods results in tutors that more accurately assess student performance and react to student behavior. Koedinger et al. (2013) give several recommendations for using data to adapt intelligent tutors, such as optimizing the cognitive model using learning factors analysis, fitting statistical models to individual students, and tracking student engagement by modeling off-task behaviors, careless errors, and mood.

Data-driven intelligent tutors have the potential to interpret why certain student behaviors occur, such as off-task behavior or errors. Elmadani et al. (2012) successfully used FP-Growth (Han et al., 2004) in order to build a set of frequent itemsets of errors to detect students’ misconceptions. Fancsali (2014) used data-driven methods to detect behaviors that break the intended experience in an ITS, such as off-task behavior and gaming the system. These works show that researchers can analyze data gathered from data-driven intelligent tutors to find insights into what the students are doing and why, and use these insights to improve the curriculum and improve each data-driven tutor’s ability to react to students.
Data-Driven Model Tracing

In our previous work, we have used interaction networks to automatically generate next-step hints using the Hint Factory (Stamper et al., 2013) and create worked examples of problems using the most efficient student solution (Mostafavi et al., 2015c). Initially, we calculate the expected value for each state in the interaction network using value iteration, which assigns a large positive reward to goal states and a small cost to actions, with the resulting expected values estimating the nearness each state is to a goal. Using these expected values, the Hint Factory generates a hint policy, which finds the recommended next-step action for each state in the interaction network. A hint template translates the information coded on the action into a human-readable hint. The Hint Factory can only work if each student’s likely behavior is already encoded into the interaction network – and this depends on sufficient data collection. Interestingly, the Hint Factory has been shown to have good hint coverage for logic, where interaction networks built from small initial samples resulted in hints for a large percentage of students (Barnes & Stamper, 2007). This happens because there are subsets of tutor states that are particularly important to the problem. We call these key states, whose prominence in problem solving leads to scale-free networks – i.e., networks that exhibit a power-law degree distribution (Barabási & Albert, 1999) – that allow the Hint Factory to be effective with less data.

Key States in Interaction Networks and Scale-Free Properties

Key states are a subset of the interaction network states that have a much higher number of neighboring states than average. Key states represent points in the problem with a diverse set of steps leading to or away from it. These key states are the most highly connected in a long-tailed power-law distribution of network degree. Interaction networks represent an empirical sample of a group of students’ problem-solving behavior. We have found evidence that interaction networks exhibit scale-free properties across the domains of propositional logic proofs, Cartesian coordinates, and programming puzzles (Eagle et al., 2015c). This means that, empirically, only a few of the observed states (key states) are highly connected to many other states, accounting for a majority of the actions taken while students solve problems. Even in domains where the potential state-space of the problem is infinite, in practice the observed state-space is much smaller. This is because there are humans exploring the state-space and they are biased toward actions that make sense for solving the problem. They may also be in a class, where the instructor was likely to provide them with strategies that would bias them to approach the problem solving in a particular way.

To explore connectivity across the interaction network, we calculate assortativity (Eagle et al., 2015c). Assortativity measures the correlation between a state’s degree and the degree of its children, parents, or neighbors (depending on edge direction). Assortative (out degree) interaction networks represent problems where students make very diverse choices for several states in a row; this suggests that there may be several equally important but independent choices that students can make at once. Dissortative interaction networks represent problems where students have several choices of actions in one state, but consecutive states have lower degree. This may indicate a partial order associated with problem subgoals, or that some actions make the next few actions obvious to students. It is also possible for a network to be composed of both assortative regions and dissortative regions.

Part of the reason interaction networks are effective for modeling complex, open-ended problem solving is because they are scale-free and that even when the number of options a user has is unlimited, like-minded users are likely to perform similar actions. Users drawn from the same population (like a single class or students of the same ability) are likely to have similar behaviors, so their interaction networks produce a rather limited exploration of the problem state-space. The scale-free property of interaction networks means the likelihood of adequate state-space coverage is higher with smaller data sets. We have
shown that in logic, students taught different techniques for solving logic proofs explored quite different parts of the problem state-space (Eagle, 2014; Eagle et al., 2015b).

**Estimating Coverage of Interaction Networks**

The interaction network for a problem represents the empirically observed problem space. We treat the interaction network as a sample of behaviors generated by students from a population, and hence it makes sense to estimate the diversity and coverage of the behaviors observed as opposed to those that might exist in the larger population. We use Good-Turing frequency estimation to estimate size of the unobserved portions of the interaction network (Eagle et al., 2015b). Good-Turing frequency estimation (Gale, 1995) uses the distribution of previously observed data to predict the likelihood that a new observation will be something never before seen. \( P_0 \) is the estimation for the proportion of unobserved states and \( I_C \) is the network coverage. We have shown these estimators to be accurate in predicting the number of previously unobserved states encountered in a new sample, as well as in predicting the future size of the network (Eagle et al., 2015b).

In estimating the coverage of a network it is important to distinguish between the hintable states and the unhintable states. A hintable state is a state in which a path to a goal-state exists; therefore, it is a state in which it is possible to generate a next-step hint toward the solution. The induced sub-graph containing only the hintable states is referred to as the hintable network. Tracking the \( I_C \) and \( P_0 \) for both the full network and the hintable network allows researchers to monitor the effects of different state and action matching functions on the network.

For some domains, such as programming, particularly those with a large number of actions, or many similar but non-identical actions, using a straightforward state representation will result in a sparse state-space and a very small hintable network, making it difficult to derive a data-driven next step from any but the most common states (c.f. Rivers & Koedinger, 2015). For such domains, developing a state-matching function allows matching states to be merged in the interaction network, as one way to increase the number of hintable states. In this reduced interaction network, next steps can be derived from closely related observations in addition to exact matches. In choosing the state-matching function, we encounter a classic trade-off. Researchers can adjust the matching function to be more tolerant, which will make the network more dense, but this comes at a cost of potential loss of important contextual information. It is important to choose a state-matching function that retains the contextual information needed to provide feedback. In our prior work, we have represented states as the set of postconditions (results of performing actions in the tutor). We have proposed both ordered and unordered matching functions. Ordered matches mean that the two matching states have exactly the same steps executed in the same order. Unordered matches mean that the two matching states have all the same parts, but may not have been done in the same order. Hicks et al. (2014) matched states by the output of student code as well as by the direct code comparison. In this case, some contextual information is lost, so presenting the hint in terms of “next lines of code” may no longer be accurate for all students in the generalized state, who may have very different programs generating similar output. Instead, the hint is presented in terms of the expected changes to output, so it is still relevant from any of the generalized states.

**Approach Maps for Comparing Problem-Solving Approaches**

Interaction networks represent the problem-solving behavior of a sample of students drawn from a population. Hence, we would naturally expect that students drawn from different populations, say, from the same course with different instructors or from similar courses taught in different majors, would produce different interaction networks. To examine the differences between groups of students, we have derived approach maps, a high-level representation of student problem attempts. Approach maps are derived by
using an edge-betweenness network clustering method on interaction networks. The overall network is separated into regions, areas of the network where states have more internal connections than external connections. Each region roughly corresponds to a problem subgoal. As a visualization, approach maps greatly reduce the space needed to describe the student-tutor data.

For comparing the problem-solving behavior of two groups we look at the number of students from each group represented in each network region. If we find that one group is represented more than would be expected (by a chi-squared test that assumes equal probabilities of transitions between states across the groups) we will have found a difference in student behavior. We used Approach Maps to show differences in problem solving for students who received next-step hints and a control group and found that next-step hints had dramatic effects on behavior which persisted in later problems where neither group had hints (Eagle, 2014). This work also found evidence for unproductive (or buggy) regions, where students who entered would be highly unlikely to ever solve the problem.

**Data-driven Domain Knowledge Models**

In this section, we present our emerging methods to apply interaction networks to serve the purpose of domain knowledge models within data-driven tutors (Mostafavi & Barnes, 2013; Mostafavi et al., 2015a; Mostafavi et al., 2015b; Mostafavi et al., 2015c). In cognitive tutors, experts label knowledge components (KCs) that must be known to solve each problem, and in constraint-based tutors, experts specify constraints that valid solutions must satisfy (Mitrovic, Koedinger & Martin, 2003). Both of these represent expert-crafted domain knowledge models that can be used to model student knowledge. These student models facilitate pedagogical decision making, such as problem selection, the number of practice problems a student must solve, and often include expert crafted next-step hints. In this section, we describe our techniques to construct data-driven knowledge tracing and data-driven pedagogies to promote tutor completion (Mostafavi et al., 2015a), that circumvent the need to build explicit domain knowledge models into the tutor. Further, the derived models can be inspected to reveal the structure of domain knowledge as demonstrated by students. Johnson et al. (2013) created a visualization tool for exploring student behavior, and Eagle et al. (2015a) used visualizations of interaction networks to derive insight into how students solved puzzles in an optics game.

**Data-Driven Knowledge Tracing (DKT)**

Our approach for DKT assigns knowledge scores to student actions according to how they compare with students in the interaction network. In classical Bayesian knowledge tracing (BKT), student models consist of probabilities that students have learned each KC, with updates to these scores after a student interacts with an item related to the KC, called a skill opportunity (Desmerais & Baker, 2011). In a data-driven tutor, there are no expert-defined KCs, so we define KCs for each action (action-KCs) and update the action-KCs based on whether students’ best use opportunities to apply an action (action-opportunities). This results in a model that represents whether students know both how and when to apply actions (Eagle, 2012).

In problem-solving environments, it is relatively simple to identify correct problem solutions, but it is harder to automatically identify the correctness and appropriateness of individual actions. For example, an individual action (like adding 3+3 to get 6) may be a correct application of a rule (addition), but might not be useful for solving the specified problem (like multiplying 3x5). Instead of expert evaluation of each action, we use interaction networks to determine the relative value of each action in moving the student toward the goal. We consider each problem-solving step to be an action-opportunity: a place where many potential actions could have been applied. At each action-opportunity, we update action-KCs according to (1) whether the student applied the chosen action correctly and (2) whether other actions led more quickly
to the goal. The first update is the same as that used in BKT, assigning credit for correct applications and subtracting for incorrect ones. In the second update, we subtract credit from every action-KC whose action leads more quickly to a goal. This is determined using the expected values for each state as calculated for choosing hints in the Hint Factory (Stamper et al., 2013).

**Data-Driven Problem Selection**

Once we have built the DKT system, we use it to create data-driven profiles of successful strategies for completing a problem-solving tutor and for our data-driven problem selection (DDPS). To do this, we identify exemplars that have completed the given tutor – and use their data to build target performance models. At the end of each problem set, we compute set-scores as weighted sums of action-KCs, comparing the set-score to target models to decide what problems the student should solve next. Initially, we use expert-set weights for action-KC scores, and once we collect data, we cluster exemplar students to build data-driven set-score weights.

We now describe how to extract set-score weights. We first perform standard cluster analysis on exemplar action-KC vectors for each problem set. The resulting clusters classify exemplars according to the groups of actions they used to complete the problem set. This allows our data-driven system to learn student strategies, rather than depending on expert classifications, which may not capture the full range of student performance (Perez, 2012; van de Watering, 2006). We then use principal component analysis on the exemplar action-KC vectors to obtain the weights for the cluster set-score (Mostafavi et al., 2015b), but other methods could also be used to describe the primary action-KCs used in each cluster (such as setting weights to 1 for the top three action-KC scores and 0 to the others). The final result is a weighted vector for action-KCs for each cluster and problem set, and a final weighted average of action-KC scores for the exemplars in the cluster.

Once cluster-set-scores are computed, we match students to the nearest cluster at the end of the problem set. We then use that cluster’s set-score weights to compute a proficiency score for the student and compare it to the cluster exemplar average. The DDPS assigns students with a set-score above the cluster exemplar average to a more difficult problem set and assigns students with lower set-scores to a simpler problem set. Once it is created, the DDPS can be examined to discover student problem-solving strategies, and it automatically assesses the proficiency of new students in applying the actions in those strategies. The DDPS can be customized to select problems more or less frequently, by altering the number of problems in the problem sets, and assessing proficiency more often. The DDPS could also be modified to choose problems that target particular actions where student set-scores are below those for others in their assigned cluster.

Our work has shown that students using our logic tutor with data-driven problem selection system complete more of the tutor, are more likely to complete the entire tutor, and have higher action-KC scores than students using the same tutor without DDPS (Mostafavi et al., 2015a). We have also shown that clustering scores to match students to exemplars within a domain can approximate expert-decision-based proficiency assessment and can create a domain model that refines itself as new users enter the system without the need for regular expert intervention (Mostafavi et al., 2015b).

**Discussion**

Research has shown that individualized support for learning, through feedback, hints, and adaptive problem selection can significantly improve student learning. However, ITSs require experts to create complex domain models to support this individualization, and this work cannot be reused to support learning in new domains. On the other hand, there are many existing computer-aided instructional environments in
use, and emerging platforms for massive, open online courses (MOOCs) are providing new opportunities for data collection around problem-solving. Data-driven domain modeling can harness these rich and abundant data sets to augment existing and emerging problem-solving environments with the individualized support that can improve learning. The methods proposed here can be adopted quickly and cheaply into existing systems, as we have demonstrated in our work in logic, puzzle games and as we are now applying for novice programming environments. In addition to the benefit of reduced development time, data-driven systems naturally avoid the expert blind spot problem, and can be adapted to specific populations.

In this chapter, we have described data-driven methods to build both the outer loop of problem selection and the inner loop of step-level support for intelligent tutors, providing the central pieces of intelligent tutors (VanLehn, 2006) with minimal domain expert involvement. Our interaction networks and action-KCs allow us to leverage student data to directly inform tutor pedagogical decisions – bypassing the need to build explicit domain models linking actions to KCs, production rules, or constraints. Our novel methods for action-KCs and action-opportunities allow us to assess whether students recognize when it is appropriate to apply certain actions in the environment. Interaction networks provide an input to our action-opportunity algorithm which provides correct or incorrect labels to each action, when correctness might otherwise be ambiguous. We have demonstrated that using data-driven knowledge tracing based on action-opportunities as part of a larger DDPS system results in greater retention and learning for students. This is particularly useful, as it allows us to use BKT-like methods, one of the most popular student modeling techniques, in open-ended problem-solving environments, with a relatively low development cost.

**Recommendations and Future Research**

The methods presented in this chapter use a corpus of historical student data in place of a formal domain model to provide intelligent feedback and support for problem solving. This means that simulation software, computer-aided instruction, and other problem-solving environments can be transformed into ITSs. The broader impacts of this type of work are in learning how humans solve problems (since our models are inspectable), and what computers can do to assist them. This work also makes strides for the development of tutors that are more open-ended and closer to real-world problem solving.

To apply these methods to existing problem-solving environments without intelligent feedback, we point readers to the work from Stamper et al. (2013) and Hicks et al. (2014), which can serve as case studies for applying our methods. The following is the basic work-flow to build data-driven domain modeling using logs from a computer-aided instructional system for problem solving. First, transform the log files into prestate-action-poststate tuples to build an interaction network, check scale-free metrics and network coverage, and iteratively refine the state-space representation and matching functions until network coverage is at least 80 percent. Second, build a Hint Factory by creating a state matching function that maps the current student state to a lookup table of interaction network states and their corresponding hints and add a hint button to the tutor interface. Third, build a DKT system by creating action-KCs for each available tutor action and writing methods to use the interaction network to assign credit for action-opportunities during each problem-solving step. Fourth, cluster exemplar action-KC scores to identify problem-solving strategies and proficiency thresholds, and add problem selection code to the system. Last, as a new student uses the system, compare the student’s states and tracked action-KC scores to generate hints and worked examples, select problems based on identified problem-solving strategy, and assess student performance to select problems.

We are continuing to refine these data-driven methods, and applying them to the challenging domain of open-ended programming problems for novices. We also plan to further explore the representation and impact of in-problem step- and total tutor-time on interaction networks, hint generation, and student learn-
ing. Another important future direction for research is on how data-driven domain models should be used to direct learning, especially when combined with information on affect, and other information that might be external to a particular tutor, such as prior knowledge. Collaboration is also becoming increasingly important for learning environments, and the models presented here are built for individual learners; however, the methods here can be scaled by expanding the set of action-KCs to include group activity.
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Introduction

Knowing what an expert does is a key requirement for a tutor to help a learner develop and acquire expertise. However, “what an expert does” is so much more than just performing a sequence of tasks. Expertise requires intimate knowledge about the subject, automation of the fine skills to perform the task, and a particular attitude that comes from an understanding of safety, priorities, goals, and how to adapt/optimize techniques for the particular task (e.g., Ericsson and Smith, 1991). Most of this comes from experience and is performed unconsciously by experts, even they often do not realize or cannot explain what they do above and beyond the normal practice (Anderson, 1992). The art and science of cognitive task analysis (CTA) was born to capture those mental processes behind the tasks.

The CTA that the authors have used most to build domain models was developed for one of the most researched and successful deployments of intelligent tutoring. Created for discovering the expert model of maintenance technicians, we have successfully applied the technique to soft skills such as Export Compliance training. The Precursor, Action, Results, Interpretation (PARI) (Gott, 1987; Gott, Bennett & Gillet, 1986; Hall, Gott & Pokorny, 1995; Means & Gott, 1988) knowledge acquisition, or CTA process, focuses on obtaining the mental model of the experts as they perform the task. It was originally developed as a process structured around one subject-matter expert (SME) interviewing another SME. However, we have shown that PARI can be completed by a single SME using simple tools such as a spreadsheet. With this method, the spreadsheet essentially “interviews” the SME.

This chapter provides an overview of the PARI process. It then discusses a spreadsheet we have developed and used as well as a schema that enables the domain model to be built “automatically” by an expert or group of experts. While not a panacea, the method is simple to perform and has proven to be effective in a variety of domains. Therefore, the method, tools, and schema, if incorporated into the Generalized Intelligent Framework for Tutoring (GIFT), present a domain modeling capability.

Surpassing Task Analysis

An intelligent tutor provides an interactive learning environment with the purpose of developing expertise in a particular domain. Although expertise can be developed over years of experiences, a more practical process transfers the knowledge, skills, and attitudes (KSAs) of an expert to the learner. The tutor, therefore, is the conduit, the enabler, and the facilitator of that transfer. While the tutor does not need to be an expert, it needs to be a good facilitator. Of course, the tutor needs to have access to the information it is responsible for transferring to the learner. Additionally, the learner must trust both the tutor and the information. These requirements add to the criticality of the domain expertise model.

Transferring Mental Models and Intuition

Two of the main elements of the domain knowledge that novices need to learn are the mental model that the expert has of the domain and the intuition exhibited by the expert. The mental model is often a high-level functional understanding that helps the expert imagine how to respond to the situation and perform
the appropriate tasks and visualize the situation and status. For example, a mental model for automotive troubleshooting includes how the components are related and connected. The mental models can provide structure to the process and can change based on the state/status. Continuing the automotive troubleshooting example, the mental model can show how the symptoms tell the likely causes for a fault, which may change with every diagnostic test. Each expert has unique mental models of a system, but they are formed from a similar set of realities and convey the same formation.

Intuition is a term often used to describe how an expert understands the situation and knows what to do without thinking. The key here is that the reasoning is accomplished unconsciously. This is the system 1, “fast” thinking popularized by Daniel Kahneman in his book *Thinking Fast and Slow* (Kahneman, 2011). It happens quickly without our awareness based on rules the brain has formed both consciously and unconsciously. Although an important capability of the expert, intuition is difficult for experts to explain in detail for transfer to novices. Both mental models and intuition are developed over time through repeated exposure to the conditions that trigger the knowledge components and rules. In time, they become automated.

**Optimizing the Learning Experience in Cognitively Realistic Environments**

Klein (1993) postulated that the unconscious reasoning exhibited by experts was the result of an expert quickly matching salient perceptual cues to a recommended course of action. He coined this phenomenon Recognition Primed Decision Making. Therefore, ensuring the domain model provides the student with a variety of situations and associated cues is essential to develop automatized associations between cues and optimal responses. Studies of relevance such as those by Dewey have similarly demonstrated that “experiencing in purposeful activity is a way of understanding” (Dykhuizen, 1973, p. 272). This often drives a requirement for higher fidelity in realism. However, the training, entertainment, robotics, and modeling and simulation industries have noted a phenomenon called “The Uncanny Valley” (Mori, MacDorman & Kageki, 2012), where realism has not only a point of diminished returns but can actually be detrimental to engagement. In terms of simulations, the effect is that when a simulation is sufficiently non-realistic, factors that are realistic are easily noticed/identified. When a simulation is almost 100% realistic, non-realistic factors stand out. In training, where engagement, relevancy, and salient perceptual cues are critical to the learning process, we need to focus the realism to the salient perceptual cues that an expert uses. Therefore, it is important for cognitive transfer that the domain model enables the learner to see the relevance and think they are having the same experience that an expert would experience. To ensure the desired learning outcomes, it may be more important to model the expert’s description of the salient perceptual cues the expert would use to make decisions rather than attempting to model everything.

**Related Research**

In the context of this chapter, the primary function of the domain model is to describe the expert’s knowledge, skills, and attitudes in order to show a novice how to think and behave like an expert for the targeted domain. The domain model is the substance of the knowledge and attitude transferred from the expert, which enables the novice to acquire expertise and perform like the expert in similar situations. When obtained from the process described in this chapter, the domain model can be used to simulate the expert. However, we limit the discussion to using the domain model to enable the transfer of the expertise to the learner.

The domain model obtained as described here includes not only the expertise, but also the portions of what is often called the system model as it models systems included in the domain. For example, a household electrical wiring tutor domain model may include the logic that the light will turn on only when the switch is in the on position and the fuse, switch, wires, and bulb are good. During the CTA described
here, the expert describes his or her vision, or mental model, as the situation evolves. The expert performing the analysis also records the status of the systems in the domain. For the household electrical tutor, the analyst would record whether or not the light turns on based on the current malfunction and the actions by the expert. This is discussed further in this chapter.

A variety of methods have successfully been used to build domain models for ITSs. Each has its merits and may indeed be the best method for a particular domain or even for a particular task/activity. This chapter focuses on a particular method of cognitive task analysis originally designed and implemented for the highly complex, ill-structured job of fighter jet avionics troubleshooting. While not intended to be a complete list of methods, this section starts by briefly reviewing a few classes of alternatives.

There are two primary challenges that experts have when describing their expertise.

1. Stating for certain what they will do in a hypothetical situation. Even highly experienced people tend to behave differently when system 1 thinking is used in real life compared to how they describe they would behave when given time to think it through and use conscious system 2 thinking.

2. The devil is in the details. Experts often omit steps or details when they describe what they do. When knowledge components (KCs) are automatized, they become difficult to unpack. This phenomenon is what some people call the pathology of expertise. They primarily fail to include routine steps and they often fail to provide sufficient details for the steps that are performed on intuition.

Cognitive Task Analysis (CTA)

As there have been well over 100 CTA methods described and applied, they have been categorized into a few different classes. One class of methods has been referred to as observation and interviews (Cooke, 1994). These methods are unstructured. They can be highly informative, but they are difficult to make repeatable, and analysis of the interviews and observations takes considerable time and effort. An example of this technique is talk-aloud protocols. A second class is referred to as conceptual techniques. Rather than eliciting information from experts as they solve a problem, experts are asked questions that are intended to elicit the structure of their knowledge. An example of this is a knowledge audit (Crandall, Klein & Hoffman, 2006). A third class is referred to as process tracing. This class generally observes a process (such as a troubleshooting process) and associates data with steps of the process. PARI is an example of this class. While PARI collects information in real time as experts solve problems, related methods involve collecting information from real cases rather than simulated cases or collecting information from experts after a solution process has been completed. We describe our efforts as PARI; we think of PARI as an excellent structure by which to collect and represent all process tracing classes of CTA.

Goals, Operators, Methods, Selections (GOMS) Task Analysis

GOMS is a popular user interface design technique developed by Card, Moran, and Newell (1983) to predictively model a user’s interactions with the interface to accomplish specific goals and is another example of a process tracing CTA method. Starting with the specific goal, it describes the operators (interactions) used to accomplish the goal, methods of performing a sequence of operators, and selection rules to determine which method to perform. GOMS assumes system and domain knowledge are not relevant. For example, the user interface of a word processor should not require that the user knows how the software code works to accomplish their task of editing a document. Hall, Gott, and Pokorny (1995) describe GOMS with examples and discuss its limitations and similarities to PARI. Sternberg and Gitomer (1992)
describe how they performed a PARI analysis and then used GOMS to analyze the user interface of HYDRIVE intelligent tutor. Jonassen, Tessmer, and Hannum (1999) discuss how to apply GOMS and PARI for instructional design.

For a discussion of CTA approaches used for training and ITS development, see Clark and Estes (1996). In addition to their discussions, they recommend Gott’s (1989) reviews of PARI and other CTA approaches used by “Anderson’s LISP tutor, Soloway’s PROUST de-bugging tutor, and the technique used by Morris and Rouse (1985) in their study of trouble shooting characteristics” (Clark & Estes, 1996, pp. 5–6).

**Fly, Then Review**

An approach that follows typical mentor/apprentice methods has the expert perform in a simulation or simulator as they would in real life. A recording of the session is played back and paused at certain events, especially where an action was taken or choice was made. The expert is asked to describe what she was thinking at that point in time, what the alternatives would have been and why the particular choice or action was made. The expert is also asked about tolerances of acceptance for parameters of the behavior such as time. Lesgold and Nahemow (2001) describe this as “stimulated recall.” In addition, the expert may record a continuous narrative during the original demonstration or during a playback. The result is a simulation or video that demonstrates what the expert would do along with clear descriptions. From those sessions, a software engineer or developer can create assessment rules for the behaviors and triggers for the key events. The assessment rules are integrated with the simulation and enable the learner to be assessed while performing the same or similar task the expert demonstrated.

We used that method for a couple of prototype adaptive training simulations for pilots. One demonstration was comprised of four rungs. The first rung was a replay with the expert’s narrative. The second rung allowed the learner to try the simulation with the expert’s narration cued on the key events. The third rung had the learner perform with the assessment rules enabled and without narration except at critical events at which the learner had failed to meet the acceptable tolerances of behavior. The fourth rung replayed a recording of the learner’s third rung with the narration enabled.

Simulation-based adaptive training built in this manner demonstrates modes of training commonly known as show me, let me try, test me, and what we call “help me improve.” These modes provide graduated higher levels of learning similar to the US Army’s Crawl-Walk-Run Training Process (TC 25-10, 1996). The results are memorable learning experiences that are close to real-life apprenticeship. This works well for very complex environments but requires a simulation for the walk and run levels. Without sufficient instructional assistance and robust rules and restrictions captured by the CTA, negative transfer can be likely because the learner can make incorrect assumptions and cause/effect relations during training.

**Discussion**

The strategy presented in this chapter is to combine task analysis, instructional design, and ITS programming into a streamlined process with automaticity. Our goal is to provide a structured method to perform an analysis of expertise for a domain; organize the results into a format that is understood by experts, novices, and the GIFT software; and automatically create tutors. The first stage uses a CTA approach that has been used to create tutors for a variety of domains from aircraft avionics troubleshooting to weather forecasting. This chapter suggests using a spreadsheet to organize the domain model and a schema for exporting from the analysis software to GIFT.
PARI

PARI was inspired by reviewing think-aloud protocols (the form of protocols used in early cognitive science experiments) of expert technicians solving difficult maintenance problems. The protocols used by those early experiments always included an expert’s action and the results of that action. Some of the time the protocol included an interpretation of the results of an action, in terms of what equipment had been removed from suspicions and what equipment sections the expert thought the fault was more likely to be found. Additionally, the protocol sometimes included the reason underlying an answer, though not always. This review led to a structured protocol effort, where the expert’s reason, or cognitive precursor, for the action and the interpretation of the result are captured as well. These four types of data captured are called the precursor, action, result, and interpretation terms, which form the acronym PARI and are described in the following sections of this chapter.

Precursor

A precursor is the expert’s goal or reason for a particular action. A sequence of precursors describes the overall strategy. For tasks such as troubleshooting, a precursor is often a hypothesis that will be tested by the action. During the interview or post analysis, the analyst might ask the expert “why are you taking this step” or “why did you perform that action?” For example, a typical troubleshooting precursor might be “I need to see if the fault still exists.”

Action

The action is a record or description of a particular step taken by the expert to attempt meeting the precursor’s goal. The action may include several sub-steps at the appropriate level for describing the action to a learner or to assess a learner. For example, if the fault is that a car won’t start, the first action might be as simple as “Try starting the car.” If the level of understanding for the target learners is lower, the action might include more details such as “enter the car, insert the key, and turn the ignition switch all the way clockwise for at most 3 seconds.”

Result

The result records the outcome of the action. It usually describes how the domain or system has changed as the result of the action. For the PARI process in the form of a dyad, the result is presented by the analyst or interviewer. To continue the example from above, the result might be “The engine rotates with full power from the starter, but does not start.”

Interpretation

The interpretation records the expert’s analysis of the results. It contains what the expert learned from the results of the action. It often contains how the expert’s mental model has changed. For example, “Since the engine rotated, the battery, ignition switch, and starter motor are functioning properly.”

Figure 1 shows an example schema that was developed for structuring the PARI data for use in an ITS. Comments in the schema demonstrate guidance for the nodes. It also depicts the dyadic interview between the analyst providing the symptoms, asking the questions, and providing the results on the left and the expert being interviewed on the right. The top of the schema provides a structure to initialize the system model or provide the learner with the problem statement, the situation, or context and overall goal as well as the expert’s initial precursor or interpretation of provided symptoms. The dialogue represented in the figure and the examples above is greatly simplified. An actual PARI session would include more de-
tail for each step. For example, the “results” would capture all the perceptual cues that the interviewer believes would be important. If the interviewee believes there are cues that are missing from the results description, he or she can ask for details such as “were there any indication of ignition during the engine starting attempt and was there an odor of gasoline?” The interviewer may provide the details or, for example, indicate that the detail could not be sensed because of certain conditions.

![Figure 3 - PARI schema and interview example.](image)

Both GOMS and PARI define steps and the rules a person uses to decide what to do. However, GOMS is focused on understanding the procedures of typical users and the conditions by which the different procedures might be selected expressed as simple if-then rules to accomplish a specified goal. PARI focuses on the components of expertise. The expert’s conceptual knowledge; how that knowledge is used to select goals; the strategies used to select actions; and how the conceptual knowledge dynamically changes based on the results. Jonassen, Tessmer, and Hannum (1999) compare and contrast GOMS and PARI for instructional design where they state that GOMS is not designed for high level cognitive tasks such as problem solving; PARI was designed for more conceptual and strategic activities; and “GOMS works only for goal-directed tasks” (p. 118). Hall, Gott, and Pokorny (1995) suggest PARI methodology extends the GOMS approach with “procedural skills… and conceptual support knowledge consisting of system and strategic knowledge structures” (p. 23).

**PARI Spreadsheet**

The PARI process was developed and refined as a “structured, thinking-aloud dialogue” (Hall, Gott & Pokorny, 1995, p. 1) between two experts. The PARI process leverages the structured interview to elicit the cognitive as well as the procedural elements of the task. In order to record the information in a way
that can be easily interpreted by the ITS engine and provided to the learner, we created an electronic form that the interviewer fills out. When we used the tool to build a basic troubleshooting skills ITS for the US Marine Corps (USMC), the experts wanted to work independently. These experts filled out the form by themselves. Since the form guided the SME through a series of questions, each expanding upon the previous question, the form was, in essence, interviewing the expert. Although it still required multiple iterations and reviews by other SMEs, this technique worked well. The same tool was then used on the project by other experts to create a tactical logistics ITS and a mission planning ITS for the USMC. The PARI spreadsheet was also used on projects for adaptive training for leaders with small unmanned aerial systems (SUAS), as well as prototype adaptive training for factory employees, commercial air pilots, and tactical air pilots. For these ITSs, the single SME approach enabled the expert to develop the scenario storyline at the same time resulting in a continuous, engaging narrative for the scenario.

Hall, Gott, and Pokorny (1995) found that having a dyadic interaction of pairs of experts provided for a much more realistic situation and consequently recorded expert performance that was more authentic. “When [experts] are naive to the problem source, they consider a much wider range of hypotheses and correspondingly search and access richer knowledge structures” (Hall, Gott & Pokorny, 1995, p. 4). This is very important in ill-defined domains. When the domain is well defined, though, we have found that experts can independently fill out the PARI spreadsheet. We have also found that two SMEs could create two scenarios independently in less time than two SMEs working together.

**Relevant Attributes of the Domain Model**

The content within the PARI domain model contains details on what the expert does as well as what the expert thinks about at steps in the task. It describes the expert’s plan and each sub-goal along the path to the end goal. It describes each action the expert performs, what the expert learns from each action, and how the mental model changes with the expert’s interpretation of the results observed after each action. These attributes are key points to make salient to the learners as they develop expertise. The PARI domain model also describes how the system changes and how that affects the situation. Thus, it also records the dynamics of the system model that can be used to simulate the system to provide a realistic learning and practice environment. For many domains, this record is just the right level of fidelity to model the “entire” system model simulation used for the ITS.

PARI was used for one of the most-studied ITSs called Sherlock, which showed to be very effective at teaching troubleshooting in a complex, ill-defined domain. A rich hinting mechanism provided the primary mode of individualization for learners in Sherlock (Lesgold, Lajoie, Bunzo & Eggan, 1988, p16). The mechanism provided four categories of hints and five levels of explicitness. The instructional design of Sherlock defined hint categories that aligned with the four types of activity required for the current step: option (precursor), action (action), outcome (result), and conclusion (interpretation). The alignment provides a straightforward path from the PARI analysis to develop hints to help novices think like an expert. Option refers to the activity for deciding what approach should be taken next (precursor). Action refers to knowing what specific decision, test, or action to make (action). Outcome refers to seeing if the action has positive results (results), and conclusion interprets the results (interpretation). The levels of explicitness were (1) recapitulation of what was done, (2) general target area, (3) specific target area, (4) specific goal, and (5) specific action. When asking for help, a learner was first presented with the first level of hint, which was a review of what the learner had done so far. More than half of the time, this first-level hint was enough to help a learner when needed. If the learner needed more help, the system would select from the category (option, action, outcome, and conclusion) that is relevant to the specific step and select the appropriate level of explicitness for the individual learner at that step. The purpose of the hints is to help the learner form a mental model similar to the expert’s and encourage deep learning, not to provide answers.
For Sherlock and Sherlock II, these categories and levels of hints were crafted by instructional design methods. However, since the outcomes of the PARI map very closely to the hint categories, and can be arranged in order from abstract to explicit, we have found that the hint mechanism can be automated directly from the PARI. The first level of hint is still a recapitulation of the current situation. For any step, the first-level hint could be a reminder of what they learned (the interpretation) from the previous action. For some domains, the interpretation could be broken into two levels of hints—the narrative description and the mental model of the system. The second-level hint would suggest a strategy, which is the precursor for the current action. The third level of hint would suggest the specific action. Since the PARI method is based on a structured, thinking-aloud dialogue, basing the hints on the PARI analysis provides hints that encourage deep learning by using a dialogue of questions rather than answers. Chi et al. (2001, 2008) shows that “a learner in guided-construction learns from being constructive.” (Chi, 2009, p15).

For the PARI example in Figure 1, after the learner checked the fuel level, the first-level hint would be “You tested the fuel level. Although there is fuel in the tank, it still could be a fuel problem.” Prior to that action, the second-level hint would be “It could be electrical or fuel systems.” The third-level hint for the step shown would be “I would check the fuel level, it is the easiest test for one of the most likely faults.” To further approximate the learning efficacy of interactive constructive dialogues (Chi 2009), the hint would be “I would check __________, it is the easiest test for one of the most likely faults.”

In some of our tutors, we penalized the learner for asking second- and third-level hints. The first-level hint was “free” as it was simply restating what they had already learned. For one ITS, we built for the US Army (Durlach & Dargue, 2010), asking for a third-level hint counted as a “strike” in the student model against the learning objectives associated with the particular step and/or action. If the learner got three strikes against any learning objective, then the ITS would “pause” the scenario and provide remedial information about that learning objective. Penalizing the higher level of hints worked well in that and other studies. However, some instructional designers are philosophically opposed to penalizing learners for asking for help, so we make the penalty mechanism configurable.

**Subject Matter Domains and PARI**

Subject-matter domains that are well suited for the PARI method consist of a series of decisions such as critical thinking, troubleshooting, tactical logistics, and mission planning and preparing. PARI is also ideal for developing skills for non-normal procedures. PARI also works well in normal procedures, but can be overly time consuming in this case as there is less of a need for capturing a variety of situations and cues that are associated with a specific response. PARI should be used with other methods of capturing expertise or data for some environments and real-time performance tasks. For example, PARI can be used along with an after-action report (AAR) system as a tool to capture the cognitive reasoning and indicate the important perceptual cues during an AAR of a recorded event, simulation, or demonstration. This is because PARI may not capture all the data inputs and analysis used by experts in a dynamic situation, or for perceptual tasks or tactile tasks. PARI captures the narrative description of the perceptual cues and tactile information, but possibly not in enough detail or in the correct format to be used to develop the required perceptual or tactile skills.

**Recommendations and Future Research**

An ITS built to develop expertise must help the learner form the mental models and intuition of an expert. While they must have the knowledge and skills of an expert, they must also hone the attitudes of an expert. When GIFT or other generalized tutoring systems are used to develop and deliver the KSA of expertise to a learner, it needs to have access to the explicit models of those attitudes, mental models, and intui-
tion. As described by Gott and Pokorny (1987), expert performance requires procedural (or how to-do-it), declarative (what-is-it), and strategic (or how to-decide-what-to-do-and-when) knowledge.

The PARI process records the procedural, declarative, and strategic knowledge as well as dynamic mental models in sufficient detail to transfer that expert knowledge to a novice. It structures those knowledge structures in context of job performance in achieving goals of a task to enable learning by doing. An ITS that uses the PARI information can guide the learner as needed to help facilitate learning that lasts. These qualities of PARI as well as methods to transfer knowledge from (1) the expert to the PARI data, (2) the PARI data to the ITS, and (3) the ITS to the learner can be implemented in a well-defined structured process.

PARI provides a machine-understandable structured format of that information to enable efficient and effective transfer and comparison. In GIFT, or other ITS development tools, our implementation of PARI has a goal of facilitating, and even automating, parts of the CTA and domain modeling tasks along with instructional systems design (ISD) tasks. First, our PARI spreadsheet implementation captures expert performance and their related thoughts and strategies by walking the expert through a series of questions in the context of the skill or procedure of interest. Whereas it is fairly straightforward to capture the expert’s solution, our approach’s primary value is its ability to codify the expert’s goals, their interpretation of the situation, the strategies that they dynamically apply to the specific situation, and reasoning in solving the problem. Because of the way it is structured, our approach also enables the knowledge to be used by an ITS like GIFT with little additional programming to provide very effective adaptive automated tutoring that follows the US Army’s Crawl-Walk-Run Training Process.

Conclusions

Sherlock was one of the most successful implementation of an ITS for the military and successfully transitioned to industry (Lesgold, 2001). Much of its success is attributed to the PARI CTA that was used to design it. PARI has been effective in several domains other than troubleshooting. Although designed to be a structured interview between SMEs, the PARI interview can be administered by software that walks the SME through the decision-making process throughout each step of a specific problem. This approach can be likened to software applications such as TurboTax®, which gather the background and contextual information, and walk the user through a series of focused questions. Since the PARI authoring tool “interviews” without the involvement of a human, the risk of introducing bias or an irrelevant cue is minimized through the scripted interview process. SMEs often have difficulty defining the right level of detail, so the PARI spreadsheet approach keeps the SME focused on providing information at the level of detail required. PARI aligns with US Army AAR and can be incorporated to automatically create training from debriefs of real events while everything is fresh in the minds of the interviewees.

Recommendations

Good, consistent knowledge acquisition provides better tutoring. The PARI software can be built for use by the interviewer with the expert or the interviewee with no interviewer (solo mode). Since the PARI process provides a standard means of walking through the steps of a variety of procedures or troubleshooting activities, it can be applied to a variety of domains. If required, it can be tailored for a specific domain, such as having probe questions regarding cues or thought process related to a specific task environment. It is possible to provide interfaces to simulations and simulation records to help the expert use the tool in solo mode. However, caution is recommended to make sure that the perceptual cues that the expert uses in the real-world environment are adequately modeled in the domain (e.g., Munro et al., 2015). Tools can be created to enable the structured output from PARI to be imported to or used directly by GIFT tools and modules such as the domain knowledge file (DKF) and for use by AutoTutor (Nyé,
Graesser & Hu 2014). In addition, tools to import mission debriefs and AARs can enable the ITS to train lessons learned quickly after events. Research might also consider defining and building a PARI repository/library that is searchable and allows the scenarios and lessons learned modules to be discoverable and easily imported into training.
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**Introduction**

Domain models represent the knowledge within a task domain in order to facilitate instruction. This knowledge may be visual (e.g., text, graphic) or verbal and represents domain content to be presented to the learner during instruction, feedback provided by the tutor, and other communications initiated by the tutor (e.g., hints, prompts, questions, assertions). The goal of this chapter is to explore assorted domain models as they are applied within intelligent tutoring systems (ITSs) during adaptive instruction. Domains may be defined per the various taxonomies in the literature: cognitive (Bloom, 1956), affective (Krathwohl, Bloom & Masia, 1964), psychomotor (Simpson, 1972), or social (Soller, 2001), but most instructional domains are a mixture of two or more of these taxonomies.

Within the Generalized Intelligent Framework for Tutoring (GIFT), the domain model specifies concepts (also known as learning objectives) and their associated methods of measurement and sources for data to determine whether learners have met the standards for a concept. The GIFT domain model also has data structures that allow the author to specify the tutor actions (e.g., ask the learner a question or change the challenge level of the environment) in response to conditions identified within the environment and the learner. The authored tutor actions are linked to strategies (plans) recommended by the pedagogical model.

As GIFT is largely a domain-independent framework, the authoring of all domain-specific content occurs only in a domain knowledge file (DKF). The GIFT Authoring Tool provides an opportunity to create a DKF which is specifically associated with different media or simulations which can be of varying types (e.g., PowerPoint, Virtual BattleSpace, Virtual Medic, Physics Playground). A screenshot of the DKF authoring process as of GIFT 2015-2X can be seen in Figure 1.

![Screenshot of DKF authoring in the GIFT Authoring Tool. Rules have been authored to determine the learner’s state based on actions taken by the individual.](image)

---

161
Tasks and associate concepts (also known as learning objectives) are defined by the author, as well as what actions should be taken when the state of the individual or the training environment changes. In GIFT, the learner’s performance state can be unknown, below expectation, at expectation, or above expectation. In keeping with GIFT’s architectural principles, a generalized approach for structuring and modeling domains was specifically selected to support a broad variety of domains and tasks. ITSs that are built to support only a single domain use unique approaches to domain modeling and authoring.

Characterizing Domain Attributes

To apply ITSs to various domains, we must first understand the characteristics of each domain and compare and contrast their primary characteristics. We have chosen to examine task domains in terms of their definition and complexity. Definition represents how well the level of organizing principles in that domain are generally understood with well-defined tasks being highly structured and ill-defined tasks being unstructured. Complexity represents the level of difficulty or intricacy for domain tasks with low complexity tasks represented by simple, concise processes only a few steps in length and high complexity tasks represented by difficult, long processes with many steps and branches.

We chose to examine domain definition and complexity in the context of four primary task taxonomies (Figure 5): cognitive, affective, psychomotor, and social. For example, affective tasks, which are well-defined and of high complexity, are labeled as complex structured judgment processes. Examples are provided for each one of 12 domain types. We have assumed that all ill-defined tasks are of high complexity and have eliminated these domain types from our taxonomy of tutoring domains. The colors (green, yellow, red) in Figure 5 represent the relative frequency of ITSs built for each domain type. Green domain types are frequently the subject of ITS development. Yellow domain types are less frequent and red domains are under-represented or not represented at all.

<table>
<thead>
<tr>
<th></th>
<th>Cognitive mental skills (knowledge)</th>
<th>Affective emotional growth (attitude)</th>
<th>Psychomotor physical ability (skills)</th>
<th>Social cooperative ability (team skills)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Well-Defined/Low Complexity</strong></td>
<td>Simple Structured Mental Processes</td>
<td>Simple Structured Judgment Processes</td>
<td>Simple Structured Physical Processes</td>
<td>Simple Structured Team Processes</td>
</tr>
<tr>
<td></td>
<td>Recalling a list; Decision-making; Problem-solving</td>
<td>Selecting options by preference</td>
<td>Riding a Bicycle; Typing an Email</td>
<td>Brainstorming</td>
</tr>
<tr>
<td><strong>Well-Defined/High Complexity</strong></td>
<td>Complex Structured Mental Processes</td>
<td>Complex Structured Judgment Processes</td>
<td>Complex Structured Physical Processes</td>
<td>Complex Structured Team Processes</td>
</tr>
<tr>
<td></td>
<td>Mathematics; Classical Physics</td>
<td>Managing Emotions; Influencing Others</td>
<td>Playing Music; Marksmanship; Driving a car</td>
<td>Collaborative Problem Solving; Team Sports</td>
</tr>
<tr>
<td><strong>Ill-Defined/High Complexity</strong></td>
<td>Complex Unstructured Mental Processes</td>
<td>Complex Unstructured Judgment Processes</td>
<td>Complex Unstructured Physical Processes</td>
<td>Complex Unstructured Team Processes</td>
</tr>
<tr>
<td></td>
<td>Creative Thinking; Creative Writing</td>
<td>Moral Reasoning; Leadership</td>
<td>Improvisational Music; Sculpting or Painting</td>
<td>Art of War; Dramatic Improvisation</td>
</tr>
</tbody>
</table>

Figure 5. Taxonomy of tutoring domains.
Summary of Chapters in this Section

The chapters in this section cover a wide range of topics, including overviews of domain modeling, recommendations for domain modeling in applied psychomotor domains, specific examples of psychomotor domain modeling, examples of domain modeling in specific systems, conceptual techniques that can enhance domain modeling, and approaches that could be useful in enhancing learning in multiple domains. The focus and description of the individual chapters included in this section are below.

The chapter by Brusilovsky provides an overview of methods and techniques for personalizing guidance within adaptive educational systems (AESs). The methods reviewed can be applied to varying domains, and different approaches to personalized guidance are discussed (e.g., algorithms, student decisions, etc.). The author notes that domain models are critical, and they may vary based on the types of decisions that are to be made in regard to guidance. The author breaks down the components of domain models to three dimensions, nature, structure, and usage, and provides a review of approaches that have been used for domain modeling. The techniques described in this chapter may be applied across domains represented in Figure 5.

The chapter by Sottilare and LaViola describes a process for adaptive instruction of training tasks in the psychomotor domain. The authors recommend closely aligning the training and work environments to encourage the transfer of skills in the real world. The importance of considering both cognitive functions and physical skills in psychomotor tutoring is highlighted, and recommendations of psychomotor measures are provided. The learning effect model is discussed in relationship to psychomotor instruction, and a process model of adaptive training of psychomotor tasks is presented. The described techniques may be applied across psychomotor tasks and are intended to maximize transfer.

The chapter by Goldberg and Amburn specifically highlights a psychomotor domain use case of an adaptive marksmanship task. Their described task has been implemented using GIFT, and the chapter details different considerations and decisions that were made in the design of this specific ITS. The methodology presented is specific to the task of adaptive marksmanship, but may transfer to other psychomotor tasks. Further, this chapter highlights the adaptability of GIFT to different domains and modes of input, as well as provides an example of a GIFT tutor that has been developed. The chapter concludes with future recommendations for additional GIFT features that would enhance the authoring of psychomotor tutoring in GIFT. The described techniques may be applied to psychomotor tasks, and particularly focus on the well-defined, highly complex task of marksmanship.

The chapter by Cai, Graesser, and Hu begins with a review of ways that domain modeling have been defined and then describes the specific domain modeling process within AutoTutor, a dialogue-based ITS. The different ways that AutoTutor has been used are described, and the authoring of feedback, prompts, hints, and trialogs are discussed. While the described domain model and authoring approaches are actions specific to AutoTutor, these methods may be applied across the range of domains supported by AutoTutor and provide an example of an implemented domain modeling approach. This chapter additionally includes suggestions of ways that GIFT and AutoTutor could be integrated, and how lessons learned from AutoTutor can be leveraged to improve GIFT. The described techniques may be applied across domain tasks, but may be relevant to social domains due to AutoTutor’s dialogue-based nature.

A more specific approach to domain modeling is outlined in the chapter by Goldstone, Weitnauer, Ottmar, Marghetis and Landy. This chapter describes applying a theoretical and conceptual approach in the defined domain of algebra. The authors outline their work which has focused on perceptual processing as it relates to mathematical reasoning. They discuss their hypothesis, called Rigged Up Perception-Action Systems (RUPAS), which involves the conversion of high level cognitive tasks to automatically processed perceptions and actions. They propose that training our perceptual processes to efficiently pro-
cess stimuli will lead to better learning outcomes. The authors describe their software, Graspable Math, which is designed to allow students to interact with equations using their proposed perception-action processes. The concepts and approaches that are presented in this chapter highlight the power of using the perceptual system to enhance training and reduce errors, which is applicable to a number of additional domains. The described techniques are highly relevant to well-defined cognitive tasks such as problem solving and mathematics.

Finally, the chapter by Forbus outlines sketch capabilities for ITSs in order to promote spatial learning. The chapter discusses the advantages of using spatial learning and points out that this type of learning is important to multiple domains including mechanics and chemistry. The author discusses how incorporating sketching into ITSs could have a positive impact on learning outcomes, and the different approaches to sketch understanding/recognition. In particular the elements of CogSketch are described, and examples are provided on how it has been leveraged to provide adaptive feedback in educational contexts as well as how sketching has been implemented at multiple universities. The chapter additionally provides examples of how to leverage CogSketch and its functionalities in an ITS for learning, which can be applied in multiple different domains. The described techniques are highly relevant to well-defined cognitive domains, and domains that can be represented spatially.

**Recommendations and Future Research**

The chapters in this section cover a wide range of topics in domain modeling. While approaches to domain modeling in algebra and marksmanship were specifically described, there are many other domains that may require specific considerations or content in their domains models. The methodology and techniques recommended in this section can be leveraged to support the creation of domain modeling authoring tools and assist in making decisions about what elements are important in domains other than the ones that were specifically covered. As a largely domain-independent architecture, decisions about GIFT’s domain model require careful consideration. Both theory and practical tools/input devices such as sensors have been highlighted in the chapters of this section as being important elements to assess in certain domains. Future research can examine flexible approaches to authoring feedback for multiple domains and specific adaptations that are necessary for more active psychomotor domains.
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CHAPTER 15 – Domain Modeling for Personalized Guidance
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Introduction: Defining the Problem of Personalized Guidance

This chapter attempts to untangle the relationships between personalized guidance and domain modeling, as well as explain how domain modeling could be used to provide personalized guidance. The problem of personalized guidance has a long history in the area of adaptive educational systems (AESs). In fact, the very first recognized AES SCHOLAR (Carbonell, 1970) focused on guiding students to the most relevant facts and questions about the geography of South America. The SCHOLAR functionality was based on a domain model in the form of a semantic network and an overlay student model. Since that time, a considerable share of research in the field of AESs has focused on different kinds of personalized guidance, and the majority of this work relied heavily on domain modeling—which makes these two research directions heavily interconnected.

In this chapter, personalized guidance is defined as any approach used to guide learners to the most appropriate learning content\(^1\) that accounts for any unique features of the learner, including current knowledge level, interest, and motivation, among others. Selecting the learning activity to work on is known as the outer loop problem in the field of AESs (VanLehn, 2006) (with the inner loop referring to assisting students inside the selected activity). The goal of personalized guidance in the outer loop is to provide the best educational experience for every learner by guiding the learner through the optimal sequence of learning activities that lead to the best educational outcome, such as faster learning, more reliable knowledge, or a more enjoyable process.

Early attempts to create an adaptive learning process were made in the field of classic computer-adaptive instruction (CAI) where different answers on a multiple-choice test could lead to transferring the learner to different content elements. However, this approach has not been considered to be truly adaptive, since decisions were made on the basis of the last answer, rather than on the full picture of student knowledge. To do better—namely, to make decisions on the whole state of a student’s knowledge—a personalized system needs more advanced infrastructure. It needs to understand how student knowledge can be represented, how student interactions with learning content could be used to update this knowledge, how missing knowledge could be identified, and how it would be possible to learn content that can help with filling a particular knowledge gap. As demonstrated by many AESs starting from SCHOLAR, a domain model can assist with performing these functions.

The scope of domain modeling is broader than the needs of personalized guidance. A domain model in the AES field is traditionally understood to be any formal representation of knowledge about the domain. This model can serve various needs, not just personalized guidance. However, due to the special needs of personalized guidance, domain models used for personalized guidance have some common features, which enable different types of personalization, some of which are reviewed in this chapter. To examine the specific needs of personalized guidance, we need to understand how educational content is organized and which decisions have to be made to guide students to the most appropriate elements of this content.

\(^1\) In a more general sense, we should talk about learning as a sequence of learning activities or tasks, not just content; however, in modern e-learning, these activities are triggered by interacting with specific types of content—problems, examples, animations, collaborative tasks, and so forth.
Early AES studies focused on a relatively narrow domain (usually a small part of a course) and have considerably low volumes of content (Brusilovsky, 1992; McArthur, Stasz, Hotta, Peter & Burdorf, 1988; Wescourt, Beard & Gould, 1977). In these AES studies, content has no additional structure; in other words, it was an unstructured pool (usually a pool or problems), and the goal of adaptive sequencing, which is the oldest kind of personal guidance, was to select the best item from this pool to offer to the student. Nowadays, however, many educational systems cover broader domains (such as whole-semester or year-long courses) and have much larger volumes of content. To better manage this content, the domain is usually subdivided into several topics (sometimes also called units), and every learning content item is assigned to one of these topics. The topics could be relatively independent from each other, as in an inq-its.org learning environment (Sao Pedro, Baker & Gobert, 2013); form a fixed pedagogical sequence, as in Deep Tutor (Rus et al., 2013); or form a partial order with some topics depending on some other earlier topics, as in QuizPACK (Sosnovsky & Brusilovsky, 2015). In addition, modern systems routinely operate with different kinds of learning content, such as book-style presentations, video fragments, animated examples, simple questions, and problems, among others (Figure 6). Some good examples of this two-level “topic-content” organization are college courses with lectures structured by topics, books organized into chapters, and folder structures in learning management systems (LMSs). Since this organization is most typical, we use it to discuss decisions that have to be made by personalized guidance in this general context. While content organization might be more complex in some cases (such as a hierarchy of topics, book subsections, or LMS subfolders), a two-level organization of “topics-content” is still sufficient to analyze key decisions. On the other hand, it is easy to see that earlier simpler organization with a single pool and one type of learning content is just a special simple case of the two-level organization that includes only a single topic.

**Figure 6.** Two level “topic-content” organization of learning content in modern educational systems.

Within this two-level organization, the decisions about continuing the educational process must usually be made on two levels. On each level, someone should decide (1) what to do next and (2) when to stop. On the course level, it means selecting the next best topic to study and deciding when the learning process is over (everything has been learned). On the topic level, it means selecting the next content item and deciding when the topic has been mastered. Each of these decisions could be made adaptively with an understanding of the whole picture of student knowledge, but this is usually not the case even in AESs. In
general, there are four distinctive alternatives for making each of the four decisions (two decisions on each of two levels):

- The decisions could be made in advance by the system developer or instructor. A classic example of it is programmed learning. A more current example of this model is the developer-fixed order of topics and tasks in many intelligent tutoring systems (ITSs).

- The decisions could be left for students to make, usually by selecting a link to the desired topic or content. Hypertext-based learning introduced as an alternative to programmed learning (Hammond, 1989) provides a classic example of this approach, while modern LMSs and learning content repositories (Cafolla, 2006) that provide unrestricted access to all learning content offer a modern example.

- An adaptive algorithm could make the decision for the student. This approach was introduced in the very first AES SCHOLAR (Carbonell, 1970) and has become one of the signature technologies for AESs and ITSs in the form of content or topic sequencing, as mentioned above (Brusilovsky, 1992; McArthur et al., 1988; Wescourt et al., 1977), mastery learning (Corbett & Anderson, 1995), and adaptive course generation (Diessel, Lehmann & Vassileva, 1994).

- An adaptive system can assist the student in making the decision. The classic example of this combined approach is adaptive navigation support (Brusilovsky, 2007) in educational adaptive hypermedia, which used intelligent techniques to annotate, re-order, or remove links to content and topics, while ultimately leaving the final choice to the student. A more recent example is provided by educational recommender systems (Manouselis, Drachsler, Verbert & Duval, 2013) that generate a ranked list of the most useful learning resources for the student to choose from.

The last two cases present two different approaches to personalized guidance. To be considered as adaptive, an educational system should use personalized guidance to make at least one of the four decisions; however, the remaining decisions could still be left to the instructor or students. Historically, researchers have explored almost the whole range of possible combinations of fixed, free, and guided choices on two levels. For example, the well-known mastery learning approach (Corbett & Anderson, 1995) popular in ITSs usually has a fixed order of topics, as well as a fixed order of problems within a topic; however, a decision on when to stop working on a topic is adaptively made on the basis of student knowledge modeling. Topic-based adaptive navigation support approaches (Sosnovsky & Brusilovsky, 2015) provide personalized guidance to help students in selecting a topic to work on, while leaving the choice of content items within topic to the students. In contrast, a system like Problets (Kumar, 2006) can leave the choice of topic to work on to the student, but once the topic is selected, can provide an adaptive sequence of exercises. An adaptive testing system like SIETTE (Conejo, Guzman & Millán, 2004) can leave the choice of topics to test to the instructor while simultaneously generating an adaptive sequence of questions within these topics. Finally, even if an adaptive system offers personalized guidance on both levels, it might use different approaches on different levels. For example, the INSPIRE system (Papanikolaou, Grigoriadou, Kornilakis & Magoulas, 2003) uses knowledge-based personalization to provide personalized guidance on the topic level while learning style-based personalization for content selection within a topic. In most of the cases mentioned above, the use of domain models is critical for providing personalized guidance; however, depending on the level and the kind of decisions to be made, AESs could use considerably different domain models and personalization approaches. The next section reviews several types of domain models that are used for personalized guidance, and explains how student models and content models should be built on the top of these models to support different kinds of guidance.
Domain Modeling

Domain models can be classified in several different ways. In this chapter, we follow Sleeman (1985), who suggested classifying models by the nature and form of information contained in the model, as well as the methods of working with it. Following this suggestion, we analyze domain models along three dimensions: what is being modeled (nature), how this information is represented (structure), and how different kinds of models are used for personalized guidance (usage).

The nature of domain models is primarily defined by the kind of domain knowledge (which is sometimes also called expert knowledge) represented in the model, which, in turn, might depend on the type of personalization that these models have to support. The majority of AESs have focused on representing two types of domain knowledge: conceptual knowledge (or about knowledge) and procedural knowledge (or how knowledge). Both kinds of knowledge have been used since the early days of AESs. For example, SCHOLAR (Carbonell, 1970) represented conceptual knowledge about South America in the form of a network of concepts, while Lisp-Tutor (Anderson, Farrell & Sauers, 1984) represented procedural problem-solving knowledge of LISP as a set of problem-solving rules. More recently, Stellan Ohlsson has suggested modeling a different kind of procedural knowledge: not the knowledge that allows the user to solve the problem, but the knowledge that allows the user to evaluate the correctness of the solution (Ohlsson, 1992). This knowledge is typically represented as a set of constraints as in SQL-Tutor (Mitrovic, 2003).

The nature of knowledge represented in a specific AES is usually determined by the kind of personalized support that it provides. AESs that focus on helping users to solve educational problems usually rely on procedural problem-solving knowledge. Systems that focus on assessing student problem solutions prefer to use constraints. AESs that focus on presenting declarative educational content (such as textbook or manual pages) and assessing knowledge of them usually rely on conceptual knowledge about the domain.

In addition, the nature of represented knowledge depends on the granularity of representation. The majority of domain models represent domain knowledge in a structural form. A structured domain model is composed of a set of domain knowledge components (KCs). Each KC represents a fragment of knowledge for the given domain. KCs could represent knowledge fragments of different types and granularity; see Koedinger, Corbett, and Perfetti (2012) for an excellent review of various KC types. The type of knowledge represented by a KC is defined by the nature of the domain model (conceptual, problem-solving, evaluation), while the granularity is typically defined by domain experts who decide the level of detail that a domain knowledge representation should have. In different systems, the same kind of knowledge could be represented at different levels of granularity. For example, the KC of procedural knowledge could represent fine-grained rules or coarse-grained competencies, while the KC of conceptual knowledge can represent fine-grained concepts or coarse-grained topics. As with many other design decisions, the granularity of knowledge representation depends on the intended use for such domain models. In particular, advanced problem-solving feedback that is usually critical to support problem solving usually requires finer-grained representation; in contrast, many kinds of personalized guidance can work successfully with relatively coarse-grained models.

By their structure, domain models may be divided into set models and network models. Set models, also called vector models (Brusilovsky, 2003), are formed by sets of independent KCs that have no internal structure. In more advanced network domain models, KCs are connected to each other by different kinds of relationships that form a semantic network. This network represents the structure of the domain that is covered by an AES. The most popular kinds of links in AESs are prerequisite links between the KCs. A
prerequisite link represents the fact that one of the related KCs has to be learned before another. Prerequisite links can support several personalized guidance approaches. In many AES systems, prerequisite links are the only kind of links between KCs (Davidovic, Warren & Trichina, 2003; Farrell et al., 2003; Henze & Nejdl, 2001; Papanikolaou et al., 2003). For example, the QuizGuide domain model is a network of Java programming topics that are connected by prerequisite links (Figure 7a). Other types of popular links are the classic ontological links “is-a” and “part-of” (Brusilovsky & Cooper, 2002; De Bra, Aerts & Rousseau, 2002; Hoog et al., 2002; Sangineto, Capuano, Gaeta & Micarelli, 2008; Steinacker et al., 2001; Trella, Conejo & Bueno, 2002; Vassileva, 1998). An example of the ontological part-of concept hierarchy for the SH-60 helicopter IETM is shown in Figure 7b, and an example of is-a taxonomy of educational objectives and concepts for a Java proplet (Kumar, 2006) is shown in Figure 8. The popularity of these links have gradually increased, following the progress of Semantic Web research and the increased use of more formal ontologies as domain models (Dagger, Wade & Conlan, 2004; Mitrovic & Devedzic, 2004; Sangineto et al., 2008; Sosnovsky & Dicheva, 2010; Trausan-Matu, Maraschi & Cerri, 2002).

![Diagram of domain models](image)

**Figure 7.** Network domain models: (a) A fragment of domain model for C programming with prerequisite links (Sosnovsky & Brusilovsky, 2015); (b) Domain model for SH-60 IETM with part-of links (Brusilovsky & Cooper, 2002).
Domain Models for Student and Content Modeling

Structured domain models are critical for personalized guidance, because they provide a bridge between individual student models that represent the current state of knowledge of a particular learner and content that could be recommended for that learner. In other words, both the knowledge (or interest) of each learner and the units of learning content are described in terms of the domain model. The presence of this “common language” allows for tracing a specific lack of knowledge or presence of misconceptions to the learning content that could directly address this problem.

One of the most important functions of the domain model is to provide a framework for long-term modeling and representation of the learner’s domain knowledge. Long-term modeling is performed by following the student in the learning process, observing her actions and learning progress, and using these observations to maintain a dynamic model of student knowledge about the domain.

The majority of AESs use an overlay model of student domain knowledge, which is also known as an overlay student model (Brusilovsky & Millán, 2007). The key principle of the overlay model is that for each domain model KC, an individual user knowledge model stores some data that is an estimation of the user knowledge level on this KC. In its simplest form, it is a binary value (known—not known) that enables the model to represent a user’s knowledge as an overlay of domain knowledge. This form was popular in early ITSs; for example, it was the type of model used by the SCHOLAR system to store student knowledge about South America. Today, almost all adaptive systems use a weighted overlay model that can distinguish several levels of knowledge for each KC by using a qualitative value (Grigoriadou, Papanikolaou, Kornilakis & Magoulas, 2001) (i.e., good-average-poor), an integer quantitative value (for example, from 0 to 100) (Brusilovsky, Eklund & Schwarz, 1998; De Bra & Calvi, 1998), or a probability that the user knows the concept (Corbett & Anderson, 1995; Conati, Gertner & Vanlehn, 2002; Henze & Nejdl, 2001). A weighted overlay model of user knowledge can be represented as a set of “concept–...
value” pairs, one pair for each KC. The overlay model is powerful and flexible because it can independently measure the learner’s knowledge of different KCs.

The domain model also provides a basis for describing the learning content in terms of domain knowledge. To enable personalized guidance, every fragment of learning content should be connected with one or more domain KCs that are presented or assessed by that fragment. These connections define the organization of learning content and its relationships to the domain knowledge. From the prospect of personalization, there are two principal approaches to structure content in respect to the domain model, which are usually called topic-based and concept-based organization.

**Topic-based** organization assumes that each fragment of educational content is related to one and only one domain model KC. In most cases, this is a relatively coarse-grained KC that corresponds to a relatively large course topic (which is why it is usually called topic-based). Topic-based organization is simpler and more intuitive for both authors and users. It is also easier from the prospect of student modeling: both successes and failures when working with content can be clearly attributed to a single connected topic. At the same time, this model is relatively weak from the prospect of personalization, as will be explained below. A simple example of topic-based organization is the adaptive testing system SIETTE (Conejo et al., 2004), where the domain model is represented as a hierarchy of topics and the content space is formed by a large set of questions. Each SIETTE question here is associated with exactly one of the topics (Figure 9). Problems (Kumar, 2006) offer a similar example of topic-based organization: its KCs form a hierarchy (see Figure 8) and each problem offered by the system is associated with exactly one lower-level educational objective. QuizGuide (Sosnovsky & Brusilovsky, 2015) with its prerequisite-based network of topics (see Figure 7a) also uses topic-based organization, where each domain topic has several quizzes. Due to its transparency, topic-based content organization has been used as an organizing principle in several authoring frameworks for personalized systems (Specht & Oppermann, 1998; Vassileva & Deters, 1998; Weber, Kuhl & Weibelzahl, 2002).

![Figure 9. Content organization in SIETTE. Each question is associated to one of the topics in the hierarchy of topics.](image)

**Concept-based** organization is a more general case and is used when each fragment of content is related to several KCs. In most cases, these are finer-grained KCs that are frequently referred as “concepts”. 171
Concept-based organization is more powerful from the prospect of personalization, but it is more difficult to visualize. It also makes the process of content connection to the domain model more complex and requires a more experienced authoring team. In many cases, however, the nature of the domain demands concept-based content organization. For example, in programming and mathematics, elementary constructs and operators are often selected as domain model concepts or rules. As a result, almost any meaningful problem or example is associated with several KCs. Even in a relatively small domain, such as the Simplex algorithm (Millán, Loboda & Pérez de la Cruz, 2010), this organization might create a complex domain structure, such as the network of skills and problems shown in Figure 10.

![Figure 10. Domain model and content organization in an ITS for the Simplex algorithm (Millán et al., 2010).](image)

From the perspective of student modeling, a concept-based approach presents the problem of blame allocation: in case of student failure to solve a problem that is connected to several KCs, as in Figure 10, a student modeling approach needs to decide how to attribute this problem to the lack of knowledge in different associated KCs. To resolve this problem, ITSs use step-by-step problem-solving support with model tracing (Anderson, Boyle, Corbett & Lewis, 1990), where student performance on each step is attributed to a single domain model KC. If step-by-step tracing is not possible, reliable modeling might require complex Bayesian networks (Millán et al., 2010) for blame allocation, or apply advanced solution analysis that can reliably recognize correctly and incorrectly used KCs in student solutions (Weber & Brusilovsky, 2001). An example of a problem-based system with concept-based indexing is SQL-Tutor (Mitrovic, 2003), where each structured query language (SQL) problem is associated with multiple domain constraints. Advanced diagnostic capabilities allow this system to recognize which constraints were satisfied and which were not satisfied in each student solution.

Some systems with concept-based content organization and a large content space use different types of links to connect a fragment of content with domain concepts. For example, the adaptive hypermedia system InterBook (Brusilovsky et al., 1998) distinguishes outcome concepts for a content page (those explained by this page) and background concepts (those not presented on a page, but that are required for
understanding it). This organization supports both complex hyperspace and several types of personalized guidance (Figure 11).

Figure 11. InterBook content organization: Each content page (left) is connected to several domain concepts that could be either background or outcome concepts. Each concept (right) is connected to multiple content pages as outcome or background.

### Personalized Guidance Based on Domain Models

As explained in the introduction, personalized guidance in a general case can be provided on two levels: helping students to select the most appropriate course topic and the next educational content fragment that will engage the user into the most appropriate activity. It has been also mentioned that on each level the decision could be prescribed by the instructor or course author, left to the student, or offered by the personalized guidance mechanism with or without student input. The ability to support personalization on each level and the kind of personalization support that the system can provide, to a large extent, is determined by the nature of the domain model and content organization in the system. This section briefly reviews most typical cases of personalized guidance and explains how the domain models could support it.

### Topic-Based Personalized Guidance

Topic-based organization of a course is frequently used as a basis for domain modeling. In other words, a topic in the domain model corresponds to a course topic. This could be considered to be a relatively simple and coarse-grained domain model; however, it could be still used to guide users to the most appropriate topic. An example of topic-based guidance is provided by the QuizGuide system (Sosnovsky & Brusilovsky, 2015). The QuizGuide domain model is a network of course topics that are connected by
prerequisite relationships (see Figure 7a). For each topic, the overlay student model stores the achieved level of student knowledge. C programming quizzes form the content, with each quiz belonging to one of the topics. QuizGuide provides personalized topic-level guidance by annotation-based adaptive navigation support. Each topic is annotated with a “target” icon that expresses two important aspects. The color of the target shows how timely the work on this topic is in the current course context (Figure 12). Recommended topics are bright blue, their immediate prerequisites are light blue, older topics are grey, and forthcoming topics for which the student might not yet be ready are crossed out. The number of arrows in the target shows the estimated level of knowledge: no arrows mean little to no knowledge, while three arrows indicate good knowledge. These icons could be easily generated using the current state of the student model and the topic-based domain model. This approach does not explicitly tell the student what to do next, but provides personalized guidance for selecting the right topic, depending on student intentions. For example, a student who is interested in advancing through the course should focus on current but not yet learned topics, while a student who wants to prepare for an exam could work with content from current and immediate past topics that are not yet fully mastered. While this approach is relatively easy to organize, it is surprisingly efficient (Sosnovsky & Brusilovsky, 2015). Simpler versions of topic-based guidance are now used in several practical systems, such as Khan Academy (https://www.khanacademy.org/).

Figure 12. Topic-based adaptive navigation support in QuizGuide with dynamic “target” icons.

The problem of coarse-grained, topic-based guidance is its weakness in guiding users within a topic. The first reason is that the quality of student modeling provided by traditional modeling approaches, such as Bayesian knowledge tracing (Corbett & Anderson, 1995) over coarse-grained topics is relatively low, as shown in Sosnovsky and Brusilovsky (2015). It is not critical for navigation support when students are engaged in the decision of what to do next, but is important for all cases where a decision is made for the student. In particular, mastery learning over coarse topics (deciding when the topic is sufficiently learned in order to stop working with in-topic content) is technically feasible, given that knowledge modeling is done on the topic level, but might not be very reliable. The second reason is the inability to apply a topic-level model of student knowledge to distinguish and recommend a specific content within a topic. Indeed, from the prospects of topic-based content organization, all content items that belong to the same topic are equal: they allow users to practice the same knowledge and are equally ready to be applied. As a result,
systems with coarse-grain topic-based models have to use additional information to guide users to a specific content within the selected topic. On the modeling side, it calls for more advanced approaches, such as FAST, that could use various additional features (González-Brenes, Huang & Brusilovsky, 2014). On the navigation support and sequencing side, these models demand richer content-based or usage-based knowledge about every piece of content. For example, INSPIRE (Papanikolaou et al., 2003) uses coarse-grained, topic-based navigation support to guide users to the most appropriate topics. The support is provided in the form of adaptive annotation in the form of an empty, full, or partially filled glass next to the topic link, and reflects the current level of knowledge on the topic (Figure 13). In addition, it classifies fragments that belong to the same topic into different content types and levels and uses information about the current level of knowledge on the topic and the student’s learning style to offer the most relevant content for the selected topic.

Figure 13. Topic-based content organization in INSPIRE (Papanikolaou et al., 2003). Each concept (annotated with a glass icon on the right) includes a number of content fragments of different types that are selected for the user on the basis of current topic knowledge and learning style.

Systems with finer-grained, topic-based guidance usually have their topics organized in a topic-subtopic hierarchy, just like domain models in Problets (see Figure 8) and SIETTE (see Figure 9). In this organization, the upper levels of this hierarchy typically correspond to the main course topics, while lower levels define a tree of subtopics within topics in a course. This finer-grain organization supports some reasonable approaches to content sequencing within topics. Since student knowledge is now independently tracked for each low-level topic, sequencing algorithms can distinguish content items associated with different subtopics and may have a reason to prefer one or another, depending on the state of the student model. Even reasonably simple sequencing algorithms based on ensuring subtopic coverage (Kumar, 2006) can now provide useful personalized guidance. More sophisticated IRT-based approaches, like the one used in SIETTE (Conejo et al., 2004) can produce highly personalized sequences of content items. Similarly, a finer-grained model could serve as a basis for more precise mastery learning. The weak side of finer-grained, topic-based approaches is the complexity of the domain model, which makes it harder to
visualize it as a whole to offer adaptive navigation support (in topic-based organization, each content fragment is related to exactly one topic; as a result, navigation support has to be organized on the level of the topics). While coarse-grained flat domain models, such as those used in INSPIRE (Papanikolao et al., 2003), QuizGuide (Sosnovsky & Brusilovsky, 2015), and MasteryGrids (Loboda, Guerra, Hosseini & Brusilovsky, 2014) have straightforward linear visualization, a deep fine-grained hierarchy is usually too large to visualize. One solution to this problem is to visualize only a fragment of the whole model for each top-level topic, as shown in Figure 8, or use a zoomable hierarchical domain model to provide navigation support, such as a zoomable treemap used in the KnowledgeZoom system (Brusilovsky, Baishya, Hosseini, Guerra & Liang, 2013).

**Concept-Based Personalized Guidance**

Concept-based personalized guidance must work on the top of a more sophisticated content organization, where every content item could be related to many domain model KCs (such as concepts or rules, among others). This context introduces opportunities for sophisticated guidance approaches. When deciding whether to recommend a problem or another content item to a student, a guidance algorithm usually needs to balance two aspects: whether the item is useful (namely, does it introduce missing or insufficiently learned concepts) and whether its difficulty is appropriate (namely, to what extent the student is familiar with concepts that are required to understand the content or solve the problem). In the case of topic-based guidance, these decisions are simply made by examining the current knowledge level of the topic to which the content item belongs, as well as prerequisites for this topic. In the more advanced case of concept-based guidance, knowledge of all concepts related to the item should be considered when introducing a large number of possible situations. The situation becomes even more complicated if a content item has separate sets of prerequisite concepts (which are required to work with the item) and outcome concepts, which are practiced while working with the item (Bieliková et al., 2014; Brusilovsky et al., 1998; De Bra et al., 2003; De Bra et al., 2013), as shown in Figure 11. In this case, a personalized guidance algorithm should separately assess the knowledge of prerequisite and outcome concepts to balance both the readiness and usefulness of each item.

The classic approach to provide personalized guidance in domains with concept-based content organization is sequencing, namely, the selection of the generation of the single “next best” activity. A range of sequencing approaches were suggested and explored relatively early in domains with complex problems, such as programming and mathematics (Barr, Beard & Atkinson, 1976; Brecht, McCalla & Greer, 1989; Brusilovsky, 1992; McArthur et al., 1988; Wescourt et al., 1977). These approaches usually apply some type of scoring function to determine the “goodness” of each candidate item, and then select the item with the best score. However, due to the large number of decisions to be made using relatively noisy student models and imperfect knowledge engineering, the quality of concept-based sequencing has never been sufficiently good. As a result, sequencing has gradually been overshadowed by safer approaches. In problem-oriented ITSs, it was replaced by more reliable mastery learning, where all content is carefully sequenced in advance and personalized guidance is only used to make a more reliable decision that a topic is mastered. In AESs with more diverse content, sequencing was overtaken by adaptive navigation support and recommendation. As mentioned above, adaptive navigation support modifies existing links in a hyperspace of learning content using link annotation, ranking, or removal. For example, the popular “traffic light” link annotation approach (De Bra & Calvi, 1998; Eklund & Brusilovsky, 1998; Henze & Nejdl, 2001; Weber & Brusilovsky, 2001) marks links to content that is not yet ready to be learned with red bullets, content that is not useful anymore with white bullets, and content that is both ready and useful with green bullets (see Figure 11). Content recommendation creates a new ranked list of recommended content items (Figure 14). In both cases, annotation or ranking decisions are usually based on content scoring functions that are similar to those used in classic sequencing. However, both, navigation support and recommendation approaches allow the student to choose from several opportunities, while explaining which
of them are considered as good and why. This introduces “a human in the loop”, correcting possible mistakes that could be made when a sequencing approach bets on one presumably best option. It is important to acknowledge, however, that over the last few years, a new generation of data-driven sequencing algorithms (Doroudi, Holstein, Aleven & Brunskill, 2015; Rowe & Lester, 2015; Tang, Gogel, McBride & Pardos, 2015) brought the ideas of sequencing back into the focus of the research community. These algorithms are based on a large volume of learning data rather than on imperfect content engineering produced by domain experts, and can potentially deliver more reliable content suggestions.

Figure 14. Learning content recommendations in ALEF (Bieliková et al., 2014): (1) list of recommended learning objects, (2) full list of learning objects organized by topic, and (3) selected learning object.

Just as in the case of finer-grained, topic-based guidance, the positive sides of concept-based content organization are somewhat balanced by the difficulty of presenting the concept-based content space to the students. As explained above, in coarse-grained topic organization, all content could be presented as a simple hierarchy organized along the sequence of topics (see Figure 12 and Figure 13), however in concept-based organization it is not feasible: the number of KCs is usually quite large and each content item is connected to many KCs. While in very small domains, the resulting network of concepts and content items could be simply presented to the user (see Figure 10), in regular cases, it is not feasible.

A recommended approach for this situation is combining the straightforward presentation of topic-based organization and the personalization power of concept-based organization. The combination could be produced by grouping fine-level domain concepts into coarse-level topics, preferably corresponding to the sequence of course lectures or textbook chapters. Once this grouping is done, course content could also be grouped into topics according to its outcome concepts and presented within an easy-to-understand topic sequence. The SQL QuizGuide system (Brusilovsky et al., 2010) shows an example of this approach (Figure 15). While the whole organization looks similar to a topic-based course (see Figure 12), the finer-
grained concept layer allows for independently assessing the usefulness of each problem for the target students and generating link annotations that show the estimated difficulty and fraction of already mastered concepts for every problem. As a result, a single type of content organization is used to provide adaptive navigation support on both the topic level and the concept level.

A more complex case of presenting several kinds of personalized guidance on the basis of the transparent topic-based organization is provided by the Mastery Grids system (Loboda et al., 2014) and is shown in Figure 16. Mastery Grids uses traditional topic-level navigation support that displays current user knowledge for course topics (top row). To complement that, it uses social navigation support to help students in selecting both the topic and the content items within a topic. Social navigation support integrates the progress of all students in class for each content item and for each topic, and displays class progress in comparison with the student’s own progress. Progress is shown using color density: darker blue levels show topics and content extensively used by students in class, while a lighter color marks less explored content and topics. By comparing personal progress with the class progress, a student can determine the most appropriate topics, problems, or examples to study. In addition, MasteryGrids uses a content recommendation algorithm; however, instead of presenting recommended content as a ranked list, it marks recommended topics and content items with start icons of different size. This allows for the combination of several levels of suggestions in helping the student to select the most appropriate content item to work with.

Figure 15. Content space in SQL QuizGuide was organized as a list of topics with several problems associated with each topic.
Figure 16. A combination of knowledge-based navigation support (green color), social navigation support, (blue color) and content recommendations (red stars) in the Mastery Grids system.

Recommendations and Future Research

This chapter examined the use of domain models for providing personalized guidance in AESs. We reviewed approaches for building domain models, structuring student models, and learning content on the basis of domain models, and providing several kinds of personalized guidance within this content. This review offers several recommendations to the authors of authoring systems and frameworks for building AESs. Most importantly, it shows that to meet the needs of the possible diversity of the domains and the related diversity of learning content, an authoring system should support a range of domain model organizations, including different levels of KC granularity and diverse links between KCs. It should also support several kinds of learning content organization, as reviewed in the chapter. More specifically, an authoring system should offer rich tools to define a set of KC for the target domain and structure them into a rich network of links. It should allow adding a variety of learning content types and connecting each content fragment with domain model KCs. Domain model should serve as a basis for the overlay student model, i.e., for each domain model KC, a system should maintain a variable that represents current level of knowledge.

On the top of this infrastructure, the authoring system should offer a selection of computational student modeling approaches such as Bayesian knowledge tracing (BKT). Depending on a specific approach, the system should also allow the author to specify student model parameters (such as transfer, guess, and slip probability for BKT).

Finally, it should allow authors to choose among several ways of guiding the user through the learning content, from predefined order and free hypertext to mastery learning, sequencing, navigation support, and recommendations. It should also allow for different mechanisms and algorithms to fuel personalized guidance approaches. Without supporting this diversity, an authoring framework will be limited to a subset of domains and application contexts.

The necessity to provide rich tools and flexibility for authors of AESs has been apparently learned by the developers of authoring systems and frameworks. While early authoring frameworks, such as InterBook (Brusilovsky et al., 1998), ACE (Specht & Oppermann, 1998), MetaLinks (Murray, 2003), ECSAIWeb...
(Sanrach & Grandbastien, 2000), NetCoach (Weber et al., 2002), and SUGUE (Carmona, Bueno, Guzmán & Conejo, 2002) usually supported one specific approach to domain modeling, content organization, and personalized guidance, more recent systems, such as Diogene (Sangineto et al., 2008), GRAPPLE (De Bra et al., 2013), and ALEF (Bieliková et al., 2014) gradually integrated many successful design features of earlier systems. These systems offer opportunities for rich domain modeling with multiple kinds of domain links, flexible content organization, and pluggable personalized guidance (Figure 17).

Figure 17. Extensive opportunities for defining domain models in GRAPPLE (De Bra et al., 2013).
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Introduction

Intelligent tutoring systems (ITSs) have been authored to support desktop applications with the most common domains involving cognitive problem solving (e.g., mathematics and physics) in which sets of problems are presented to the learner with increasing complexity and decreasing tutor support as learning progresses. In recent years, implementations of game-based tutors based on the Generalized Intelligent Framework for Tutoring (GIFT; Sottilare, Brawner, Goldberg & Holden, 2012), an open-source tutoring architecture, have provided tailored training experiences in desktop applications (e.g., Virtual Battlespace and Virtual Medic) for cognitive elements of military tasks (e.g., building clearing and medical triage). The effectiveness of training systems is largely evaluated by the transfer of skills learned during training into the operational or work environment.

In order to maximize transfer of skills from the training environment to the work environment, we advocate closer alignment of learner experiences in the training environment with those expected in the work environment. This implies that psychomotor tasks will benefit from greater transfer if the training includes physical as well as cognitive elements represented in the work environment. Toward this end, cognitive and physical measures should be modeled after successful or expert performers and essential stressors should be represented in the training environment to promote realism and learning. Adequate measures for assessment and appropriate feedback mechanisms to support psychomotor tasks should be represented in ITS domain models. By doing this, the ITS can then more effectively align training and optimize transfer.

Sottilare and LaViola (2015) described an adaptive system prototype to extend training beyond the desktop in support of a land navigation psychomotor task using smart glasses to assess progress, augment reality, and provide feedback to the learner. Sottilare, Hackett, Pike, and LaViola (2016, in review) described a similar adaptive system for training hemorrhage control tasks using smart glasses and pressure sensors to assess the appropriate application of tourniquets and pressure bandages. This chapter expands on these concepts to examine interaction design for GIFT-based tutors to provide generalized adaptive instruction across the breadth of tasks in the psychomotor domain while maximizing opportunities for transfer.

Discussion

This section provides background for an adaptive instructional model, the learning effect model (LEM), used in GIFT, then defines, compares, and contrasts the characteristics of task domains, and explains interaction design as it relates to psychomotor tasks. Next, notional requirements to support adaptive instruction in psychomotor domains are discussed. Finally, lessons learned from usability studies and notional interaction designs of ITSs for psychomotor tasks are shared.

Adaptive Instruction

ITSs provide adaptive instruction by observing the learner and the training environment, and then acting upon them as needed to maintain learner engagement and progress toward learning objectives. Interaction
between the ITS and the learner is largely domain-independent and focused on understanding the learner’s cognitive states (e.g., engagement), affective states (e.g., emotions), and physical limits in order to manage the learner’s performance (at, below, or above expectation) and progress toward goals. The interaction between the ITS and the training environment is domain-dependent in that actions are tailored to change the environment’s complexity to more closely match the capabilities of the learner.

Per Vygotsky (1978), failing to match the domain competence of the learner with the complexity of the training environment might result in anxiety, frustration, confusion, boredom, or even withdrawal. If the learner is struggling to meet expectations, the ITS might choose to decrease the difficulty of problems or scenarios in the environment in order to maintain the learner’s engagement or it might decide to provide additional support or scaffolding to the learner to keep him engaged in the learning process.

**Differentiating Task Domains**

For individual instruction, learning is identified as occurring in three primary task domains: cognitive, affective, and psychomotor with a fourth group domain, called the collective, social, collaborative, or team instructional domain.

Learning in cognitive task domains is measured by increasingly complex behaviors and abstract mental capabilities that range from least complex to most complex and include remembering, understanding, applying, analyzing, evaluating, and creating (Anderson & Krathwohl, 2000). *Remembering* is the simple recall of facts and basic concepts, and includes behaviors like defining, listing, memorizing, and repeating. *Understanding* is demonstrated by the learner’s explanation of ideas or concepts, and includes behaviors like describing, explaining, recognizing, and classifying. *Applying* is the ability to use previously acquired information in new situations, and is exhibited through behaviors like demonstrating, implementing, operating, and solving. *Analyzing* is demonstrated by drawing connections among different ideas, and is the ability to differentiate, organize, relate, compare, contrast, and question. *Evaluating* is the ability to appraise situations and justify decisions. Finally, *creating* is the skill used in producing new or original work through design, authoring, and investigation.

Learning in affective domains is measured by behaviors indicating emotional growth and maturity. These measures include from least complex to most complex: receiving, responding, valuing, organizing, and characterizing by values (Krathwohl, Bloom & Masia, 1964). *Receiving* includes awareness, the willingness to listen and be courteous, and the ability to focus attention. *Responding* is active participation by the learner who demonstrates a willingness to respond and is motivated to learn. *Valuing* is demonstrated by the belief in the worth attached to a person, object, concept, or behavior. *Organizing* is the ability to rank and contrast values, and resolve conflicts between important values. Finally, *characterizing* is revealed by people who have a value system that drives their behavior. It is difficult to separate learning in affective domains from cognitive domains since affect involves cognitive processes. Graesser and D’Mello (2012) assert that learners encounter a state of cognitive disequilibrium when confronting difficult situations or scenarios that cause conflict with their values. This usually results in affective behavior. Cognitive-affective processes interact until equilibrium is restored. This disequilibrium may block learning for its duration.

Learning in psychomotor domains is measured by examining the relationship between the learner’s cognitive functions and their physical skills (e.g., coordination, strength, or speed). Simpson (1972) identified psychomotor behaviors which include perceptions (awareness), sets (readiness), guided responses (attempts), mechanisms (basic proficiency), complex overt responses (expert proficiency), adaptation (adaptive proficiency), and origination (creative proficiency).
Social or team domains are another level of complexity from individual training domains. Soller (2001) noted that a team’s learning potential is maximized when each individual actively participates in the learning task, thereby, increasing the probability that all trainees understand the learning material and no one is left behind. While participation is a prerequisite to success in team learning, it is not the only antecedent. Sottilare, Holden, Brawner, and Goldberg (2011) note the assessment of team performance is likely to include a model of the interdependency of the roles and responsibilities of the team members, leadership roles and communication, understanding of roles by the team, the domain competency of team members, trust within the team (credibility and reliability), and finally, collective models of team cognition (e.g., shared mental models, workload, and engagement) and affect (e.g., emotions, motivation). Toward this end, Sottilare, Burke, Johnston, Sinatra, Salas, and Holden (2015) conducted a team tutoring meta-analysis to examine the relationship between team behaviors and team learning. A similar analysis is also being conducted to analyze the relationships between team behaviors and team performance, team satisfaction, and team viability. Understanding antecedents of successful team outcomes will help determine what is important to measure and to some degree how to measure variables of interest.

Each of these domains discussed above differs in the behaviors that are externalized by individuals and team members and vary in many dimensions including complexity, definition, and alignment between training and work environments. Complexity refers to the range of difficulty in progressing through the various levels in each of the taxonomies for cognitive, affective, psychomotor, and social tasks. In other words, some domains, regardless of whether they are cognitive, affective, psychomotor, or social, require significantly more or less preparation and deliberate practice to master than others.

Definition refers to the level of understanding of how success is measured at each of the levels in each of the domain taxonomies. Well-defined tasks (e.g., mathematics, physics) usually have one or a small number of paths to success and this success is easily measured with respect to an outcome (e.g., right answer to a problem) or interim steps (e.g., demonstrating understanding of a process or series of steps in solving a problem). Ill-defined tasks (e.g., hitting a baseball, practicing law) may have many more paths to success and success may not be easily measured and understood. In other words, the connection between antecedent behaviors and successful outcomes is less clear.

Alignment refers to the level of compatibility between task execution during training and task execution in the actual work environment. In previous works (Sottilare, 2013; Sottilare, 2015), we referred to this as dynamics or physical dynamics, but additional research has led us to this broader term of alignment and a focus on transferring skills learned during training to other environments. Behaviors may differ between training and work environments depending upon the goals of the training. There is a vast difference between golf practice in a desktop game environment used for training and the physicality of the same task executed in the real world. In Figure 18, the game platform (left) is being used to train the cognitive process and strategies associated with golf (e.g., club selection) whereas the physical training (right) of swinging the golf club provides better alignment between training and work environments.

Figure 18. Comparative illustration of the concept of alignment.
There may be tighter alignment of the nature and behaviors of a golfing task in training and work environments where the learner practices swings with various clubs on the golf range and then attempts to transfer those skills to a scored round of golf.

Complexity, definition, and alignment also have an impact on the interaction design of adaptive training systems and on efforts to provide a generalized design to support adaptive instruction across the wide variety of psychomotor tasks. The following sections of this chapter examine interaction design for training psychomotor tasks leading to requirements for adaptive instruction in psychomotor domains.

**Interaction Design for Training Psychomotor Tasks**

Psychomotor tasks are also referred to as sensory-motor or perceptual-motor tasks. According to Britannica.com (2016), the learning of psychomotor skills involves the “development of organized patterns of muscular activities guided by signals from the environment” (Figure 2). Psychomotor skills could involve very simple one-step tasks like touching your finger to your nose or more complex activities like sewing a quilt or flying a plane. In general psychomotor tasks involve coordinated use of the arms, hands, fingers, and feet. Vision is usually a critical element in successful execution of psychomotor task where the tasks require accurate movement or placement within boundaries, involve depth perception, or involve discrimination of objects.

As an example, we use a student pilot learning to land a plane. According to Jung (1971), the learner perceives or takes in information about the environment (e.g., cockpit instrument readings). Next the learner assesses the quality of what is perceived. In the case of a psychomotor task, the judgment might be that they are slightly above the glide path (negative assessment) and an adjustment to the pitch is needed to bring the plane back into alignment. The pilot acts to push the pitch of the plane down to intercept the glide slope and stops when the pilot perceives it matches the glide slope for a safe landing.

![Figure 19. Interaction between the learner and the environment (derived from Jung, 1971).](image)

Methods to acquire measures are essential to understanding successful behaviors (antecedents) and outcomes for psychomotor tasks. Measures include, but are not limited to, reaction and response times, amplitude and speed of movement, pressure exerted, accuracy of movement, and associated error rates or deviations from expected behavior. The ability to capture measures unobtrusively is important to the goal of reducing negative impact to learning. It is not only important to capture measures without altering the learning process, but it is also important to provide timely feedback. These two goals may work in oppo-
sition to each other if the feedback is not explicit. Vague feedback may be distracting or use cognitive resources needed to focus on the execution of the task. An alternate to real-time feedback is the after-action review (AAR). The AAR is usually a more effective alternative when there are sufficient methods in place to capture the learner’s performance and a mechanism to play it back soon after completion of the training.

When the measurement acquisition methods in the training environment are insufficient to provide essential elements of an AAR, alternative methods of data capture must be applied. In instances where the training is conducted in the wild (or in areas without instrumentation infrastructure; LaViola, et al., 2015) effective training may rely on portable technologies (e.g., smart glasses or lightweight physiological sensors; Sottilare & LaViola, 2015) to acquire needed measures. However, sensors to detect fine motor movements may not be practical in these environments in the near-term.

In the meantime, other sensor data may be used to indirectly detect learner behaviors. For example, unobtrusively detecting arm, wrist, and hand movements during basketball free throw shooting in a gym may not be practical now, but the resulting location of the ball as it leaves the shooter’s hand and approaches the rim might be easier to measure. The ball location data might indirectly indicate whether the shooter’s arm position and follow-through are accurate models to ensure consistent success. Likewise, it may not be convenient to instrument a weapon for marksmanship training since it could change the balance of the weapon, but the accuracy and pattern of the rounds at the target might be used to indirectly diagnose common errors (e.g., unsteady position).

Adaptive Instruction for Psychomotor Domains

Adaptive instruction differs from standard computer-based training in that feedback and support are tailored to the needs of each individual learner. There are two primary drivers for adaptation by the tutor: (1) changes in the learner’s states (e.g., performance, learning) or (2) changes in the environment. Based on the LEM (Figure 20), learner states including knowledge and skill acquisition are part of the set of conditions the ITS must use to optimize instructional options. Changes in the environment may also be driven by the tutor in response to learner’s performance. It is essential to maintain open channels of communication between the ITS and the learner(s) regardless of the domain. The ability to identify and measure behaviors related to psychomotor tasks is critical to understanding where the learner fits in the continuum of competency.

![Figure 20. LEM for real-time individual instruction.](image)

To provide effective adaptive instruction, the ITS must be able to understand the learner’s states, recognize the difference between ideal performance and the learner’s performance, and be able to assess what is driving performance differences. Finally, the ITS must provide actionable feedback to the learner to aid in modifying behavior or acting on the environment to adapt the scenario to make it easier or more difficult.
As noted previously, measures are also critical to understanding the difference between the learner’s actual performance and expected performance. Several factors may act as moderators of physical performance: physical fatigue or injury, mental fatigue, motivation and goal alignment, goal-orientation, and emotions are just a few. Each of these moderators should be detectable by an ITS in order to understand the learner’s capacity for learning at any given time during training.

Based on the LEM and moderators of physical tasks, Table 1 was developed to define a set of variables of interest required to support adaptive instruction of psychomotor tasks. This table was developed without respect to whether the tasks are conducted in the wild or within instrumented spaces. The information in the description and associated behaviors columns of Table 1 were derived from Simpson’s (1972) psychomotor taxonomy.

### Table 1. Variables of interest for adaptive instruction of psychomotor tasks.

<table>
<thead>
<tr>
<th>Learner Variables</th>
<th>Description¹</th>
<th>Associated Behaviors¹</th>
<th>Example Psychomotor Measures</th>
</tr>
</thead>
</table>
| Perceptions (awareness) | able to use sensory cues to guide motor activity | chooses, describes, detects, differentiates, distinguishes, identifies, isolates, relates, selects | * chooses best option based on selection criteria  
* accurately estimates location of an object based on senses (vision, smell, sound, vibration)  
* ability to identify differences or shared attributes |
| Sets (Readiness) | is mentally, physically, and emotionally ready to act | begins, displays, explains, moves, proceeds, reacts, shows, states, volunteers | * ability to recall steps in a process  
* ability to initiate steps in a process  
* demonstrates readiness by volunteering |
| Guided Responses (attempts) | able to imitate and follow instructions to accomplish tasks | copies, traces, follows, reacts, reproduces, responds | * ability to follow to reproduce a set of steps in a process |
| Mechanisms (basic proficiency) | learned responses are habitual and movements are performed with some confidence | assembles, calibrates, constructs, dismantles, displays, fastens, fixes, grinds, heats, manipulates, measures, mends, mixes, organizes, sketches | * demonstrates the ability to complete tasks with moderate accuracy and speed |
| Complex Overt Responses (expert proficiency) | able to perform complex motor movements | quicker, better, more accurate behaviors than mechanisms above | * demonstrates the ability to complete tasks with high accuracy and speed |
| Adaptation (adaptive proficiency) | ability to modify movement patterns to fit new or special requirements | adapts, alters, changes, rearranges, reorganizes, revises, varies | * ability to apply/adapt skills learned in one domain in another domain  
* adapt dance steps learned for one type of music to another type of music |
| Origination (creative proficiency) | ability to creating new movement patterns to fit a particular situation or overcome a specific problem | arranges, builds, combines, composes, constructs, creates, designs, imitate, makes, originates | * ability to create new movements extending the traditional movements in a domain  
* see Olympic high jumping and the Fosbury Flop |

Six general skills appear frequently in the literature relative to training and measuring performance during psychomotor tasks: agility, balance, coordination, speed, power, and reaction time. Each of these skills and associate measures relate to variables noted in Simpson’s taxonomy, and range from low skill (perceptions) to high skill (origination). Understanding the range of each of these skills and how they are measured is important to delivering effective adaptive training.

*Agility* is the “ability to move and change the direction and position of your body quickly and effectively while under control” (About Health, 2016). Running obstacle courses are a common practice for assessing agility. Since agility requires quick reflexes, coordination, balance, speed, and correct responses to the
changing conditions, measures of these prerequisite skills may also indirectly indicate agility. *Balance* is usually assessed as “static” or “dynamic” balance. Static balance involves maintaining a steady position while dynamic balance involves the learner’s ability to move through an area in a stable manner (e.g., walking across a balance beam). *Coordination* is the ability to integrate multiple gross motor skills into a smooth movement pattern (e.g., dance steps, juggling, hitting a baseball). *Speed* is the rate at which someone or something is able to move or operate, and can be specified by time and distance. *Power* is physical might or the ability to move with great force (Merriam Webster, 2016). Power can be displayed through running, jumping, lifting, and moving (e.g., throwing a ball). Power can be specified by force, which includes three primary variables: mass, acceleration, and distance. Finally, reaction or reflexes can be measured by the time it takes a participant to react to a stimulus (e.g., green light).

**A Process Model for Adaptive Training of Psychomotor Tasks**

The LEM was used as a basis for developing a process model for adaptive training of psychomotor tasks, but consideration was also given to the unique characteristics, measures, and dimensions of the psychomotor domain. Figure 21 provides real-time consideration for this process model.

As discussed, definition, complexity, and alignment shape the scope of a psychomotor task under adaptive instruction and the psychomotor task description informs the need for specific measures. From these measures, associated primitive skills (e.g., agility, balance, coordination, speed, power, or reaction time) may be derived. This set of primitive skills is important in predicting success in various psychomotor tasks and in understanding how skills might be transferred from one psychomotor task to another. In our
process model, measures and primitive skills aid in the assessment of both the learner’s physical/cognitive states and psychomotor learning level defined by Simpson (1972).

A learner’s physical states are moderators of the ability to interact (perceive, decide, and act) during a psychomotor task in that they may enhance or limit the learner’s performance. Measures and primitive skills may also be used to assess progress along the psychomotor continuum from perception to origination. All of the learner’s states and traits (yellow boxes) are used by the adaptive tutor to select appropriate instructional strategies (blue box) and the learner’s effect on the training environment (green box – tailored psychomotor learning event). As in the LEM, domain-independent instructional strategies along with conditions in the tailored learning environment influence the selection of domain-dependent instructional tactics. Finally, instructional tactics are divided into two main actions taken by the adaptive tutor: (1) act on the learner through feedback and assessments or (2) act on the training environment to change its complexity to more closely match the learner’s capabilities (Vygotsky, 1978). The action by the tutor on the learner or the environment usually results in some change to the learning, performance, or physical state of the learner.

**Usability Evaluation and Interaction design Findings**

The findings in this section are based on the examination of four psychomotor tasks involving different primitive skills: land navigation in live environments (Sottilare & LaViola, 2015), reconnaissance in interior spaces with augmented reality effects (LaViola, et al., 2015), adaptive marksmanship in virtual environments (Goldberg & Amburn, 2015), and hemorrhage control task with pressure sensors (Sottilare, Hackett, Pike & LaViola, 2016, in review). There are four primary findings from our evaluation of adaptive training for tasks in the psychomotor domain and all have some relationship to acquiring measures.

1. **Measures may be challenging to capture unobtrusively in real time:** an important step in the interaction design of adaptive tutors is to ensure that measures of success are known and methods are available to readily capture these measures to support learner state determination (e.g., learning and performance states) and instructional strategy selection.

2. **The complexity of psychomotor tasks is generally high when compared to cognitive tasks:** complexity is compounded by the degrees of uncertainty and variation in successful solutions among learners when performing physical tasks. ITSs must be able to recognize and account for this variation in classifying learner performance. While model tracing approaches may be simpler to implement, their ability to recognize “successful” performance may be very limited in psychomotor domains. Adaptive instruction of psychomotor tasks should include reinforcement learning methods to account for high degree of variance in successfully executing the task.

3. **The complexity of psychomotor tasks is generally high when conducted in live environments when compared to psychomotor tasks in virtual or mixed reality environments:** complexity in this case is specifically tied to the ability to unobtrusively measure physical movement in uninstrumented spaces when compared to measuring movements in an instrumented interior space.

4. **Space is king:** While other measures (e.g., agility, balance, coordination, speed, power, and reaction time) appear more often in the literature with respect to psychomotor tasks, space or the understanding of how a learner moves through space and their location in space is basic to successful measurement of psychomotor tasks.
Recommendations and Future Research

Based on our findings, we recommend the following capabilities be implemented within the GIFT architecture to support individual and team training in psychomotor domains:

- Provide gateway interfaces for sensors/sensor suites that support real-time sensing of learner movement (including hand, arm, and leg movement) at variable distances from 2 to 30 ft.
- Provide gateway interfaces for sensors/sensor suites that support real-time, clear sensing of multiple learners moving through a finite space (e.g., a density of up to 5 learners in a 100 ft\(^2\) area).
- Provide methods to support remote sensing of objects (e.g., pressure sensors on bandages and tourniquets) in the training environment to provide measures related to learning and performance.
- Adapt the learner model to include standard attributes for primitive psychomotor skills (see Figure 21) with descriptors/metadata for most recent assessment and skill decay profiles.

Future research related to adaptive training in psychomotor task domains should focus on the following opportunities:

- Research to identify measures for physical and cognitive moderators (e.g., level of physical or mental fatigue, motivation, goal alignment and orientation, and emotional states)
- Research to identify measures of agility, balance, coordination, speed, power, and reaction time and development of classifiers to predict future psychomotor performance based on these primitive skills
- Research to identify assessment methods for determining psychomotor learning levels (perceptions to origination)
- Research to identify methods to optimize selection of instructional strategies and tactics during a psychomotor task

Conclusions

GIFT has been used to demonstrate adaptive training in multiple psychomotor task domains (e.g., marksmanship, land navigation, building reconnaissance, and medical triage/hemorrhage control) over the last 2 years. While GIFT is currently flexible enough to support training in the psychomotor domain, its capabilities to sense learner movements could be greatly enhanced through the application of existing sensor technologies (e.g., Microsoft Kinect and other state-of-the-art depth-sensing technologies). Research is needed to improve methods to acquire measures and classify learner psychomotor learning states. Significant effort should be dedicated to enhancing the GIFT learner model with respect to standard attributes and domain-unique attributes for the psychomotor domain. Potential candidates for standard learner model attributes include primitive skills that may be used to assess future success in psychomotor domains.
References


Introduction

Recent technological advancements have extended computer-based training and education practices beyond the traditional desktop environment and into domains requiring physical interaction to conduct tasks. In this chapter, we examine a psychomotor use case as it relates to domain modeling within the Generalized Intelligent Framework for Tutoring (GIFT), and present considerations to address when developing any system of this nature. GIFT is a domain-independent architecture developed for the purpose of building adaptive training functions and intelligent tutoring systems (ITSs) across an array of tasks and a conceivably unlimited set of knowledge, skills, and abilities (KSAs). A current objective is to apply GIFT tools and methods in an Army-valued skill domain that incorporates psychomotor components of task execution and KSA development (Sottilare, Sinatra, Boyce & Graesser, 2015). The intention is to broaden ITS modeling techniques beyond the traditional cognitive dimensions of learning. In this instance, individuals are reliant upon knowledge and skills associated with psychomotor functions rather than cognitive application used to solve problems. From an adaptive training and ITS perspective, this new psychomotor paradigm requires a shift in how the domain space is modeled to associate this new type of input for informing assessment. Rather than modeling and monitoring steps toward solving a problem and identifying misconceptions and impasses along the way, the psychomotor use case focuses on behavior and its inherent influence on performance; specifically, what nuances of a task are dictated by variations in patterns of behavior and what strategies can be enacted to assist an individual in acquiring the ability to replicate a desired behavior across multiple trials. The end-state goal is to enhance training systems to support physical skill development through deliberate practice techniques (Ericsson, 2006, 2014) pedagogically managed by ITS assessment and feedback methods.

From an implementation standpoint, applying adaptive training to a psychomotor domain requires the same piece parts associated with developing any ITS. At a minimum, this includes (1) data types at a granular enough level to inform appropriate assessments, (2) established models of expert performance to inform performance state determinations, and (3) a pedagogical model that guides practice and accelerates skill acquisition through formative feedback and adaptive sequencing of practice events. These three components create an adaptive learning effect chain where raw data are used to inform assessments, and assessments are used to inform instructional tactics based on learning theory and cognitive psychology (Sottilare, 2015; Sottilare, Ragusa, Hoffman & Goldberg, 2013; see Figure 1). Each one of the mentioned piece parts is dependent on the domain being instructed and the technologies incorporated in its execution. To guide the remainder of this discussion, we focus in on the domain of marksmanship.
Figure 1. The learning effect model’s chain of inference procedures within a closed-loop adaptive training system (Sottilare, 2015).

The Domain of Basic Rifle Marksmanship

For an initial use case, we identified marksmanship as an excellent candidate to steer development efforts. To scope the problem space, we selected the KSAs associated with instruction and training surrounding basic rifle marksmanship (BRM). This is due to the high volume of individuals who complete this form of training each year and the Army’s large investment in marksmanship-dedicated simulators that provide initial exposure through interactive hands-on training that replicates live range type exercises. This approach to initial skill acquisition is attractive because it provides a safe (i.e., no live ammunition), cost-effective environment (i.e., no cost on ammunition) for initial contact with the basics of handling and firing a rifle.

Directing our attention to the skill components of the domain, rifle marksmanship is a complex psychomotor task demanding high physical and mental coordination. As with learning any complex skill, training starts with the basics. BRM involves the execution of fundamental procedures to consistently strike a target in a manner that can be replicated over multiple trials. These fundamentals are captured in the Army’s Rifle Marksmanship Field Manual (FM 3-22.9), which serves as the foundation for BRM instruction. Acquiring proficiency in applying BRM fundamentals is essential before an individual can progress to more complex skill applications (e.g., hitting targets quickly across varying distances, hitting moving targets, etc.).

Current BRM Training Methods

The Engagement Skills Trainer (EST) is a simulated firing range designed as a cost-saving solution for deliberate practice of BRM fundamentals. It allows individuals to realistically replicate the procedures of operating a rifle for the first time in a controlled and safe environment. The EST was selected for our research because of its ability to collect behavioral data at a granular enough level to inform model repre-
sentations that perform assessments. To effectively monitor performance and diagnose error, the weapons used in the EST were instrumented with various sensor technologies (e.g., trigger pressure sensor, accelerometer, breathing strap, and aim trace laser). In its current state of practice, these data streams provide visual tools for instructors to observe trainee behavior leading up to and following the execution of a shot so as to better assess performance and diagnose deficiencies (Figure 2). This puts the responsibility of assessment and remediation directly on the instructor, resulting in inconsistent subjective opinions driving training practices.

![Figure 2. Current BRM training in the EST.](image)

There are a couple recognized issues to this approach. First, prior research has shown a lack of consistency between BRM instructors in terms of error diagnosis (James & Dyer, 2011), and often, the data itself are overlooked due to difficulties in accessing and efficiently interpreting data outputs. Secondly, the throughput of trainees on the EST for BRM-related training is quite large, making it relatively impossible to provide personalized instruction for all. Currently, it is common to have 15 trainees at a time on an EST with only 1–2 instructors providing support.

**Designing an Adaptive BRM Training Method**

In an effort to enhance the EST to support tailored instruction across all users, work has started on integrating adaptive training technologies that enable real-time performance diagnosis for triggering objective-based guidance and remediation (Amburn, Goldberg & Brawner, 2014; Goldberg, Amburn, Brawner & Westphal, 2014). This process is intended to instill a repetitive behavior of proper fundamental techniques that become engrained in the trainee’s future skill application (i.e., trainee exhibits autonomous application of fundamentals when executing a basic marksmanship task).
To facilitate this objective, we are investigating how GIFT can be applied to consume EST sensor data for the purpose of constructing data-driven assessment logic. The goal is to establish robust modeling techniques that classify sensor stream inputs against a set of designated behavioral objectives that align with BRM fundamentals. In this instance, GIFT would consume both performance-derived outcomes calculated within the EST and raw sensor data logged during task execution. Based on designated domain representations, GIFT would analyze inputs against a set of criteria to gauge performance and diagnose error if appropriate. GIFT could then apply pedagogical reasoning and direct feedback to the trainee through a communication interface; or data and feedback could be communicated directly to the instructor to support a data-informed human intervention (as seen in Figure 3).

![Figure 3. BRM training using the EST and GIFT.](image)

In the remainder of this chapter, we present domain modeling approaches to support a BRM use case. We discuss dependencies and limitations of three domain modeling techniques. The techniques selected are influenced by pedagogical considerations that drive their implementation. We are specifically interested in investigating feedback techniques that work best when managing a psychomotor-based procedural task. The caveat is that each feedback technique is inherently linked to the type of assessment a domain model affords. We discuss this dependency in more detail as we highlight each hypothetical domain modeling application.

**Domain Modeling a Psychomotor Task**

The initial task in the development of an adaptive marksmanship capability is establishing domain models in GIFT that can act on real-time data and accurately inform learner state classifications. Understanding the components of GIFT and how domain information is configured to support underlying assessment logic is critical.
Modeling to the GIFT Standard

Building assessment logic in GIFT is done within the domain module. It is here where conditions are written that designate performance state information that guides GIFT’s Adaptive Tutoring Learning Effect Chain (ATLEC) (see Figure 1; Sottilare, Ragusa, Hoffman & Goldberg, 2013). To do so, first an author establishes a representation of task concepts and objectives against which a learner will be assessed. The schema for a domain model was designed to support domain-independency across all remaining modules within the GIFT architecture. It allows an author to establish an ontological representation of concepts and objectives that dictate the level of granularity associated with a particular task’s assessment (Sottilare, Sinatra, Boyce & Graesser, 2015). This representation is encoded in what is called GIFT’s domain knowledge file (DKF), where assessment practices are configured to support the ATLEC implantation.

In the context of a psychomotor use case, assessment practices are conceptually linked to three factors: performance, behavior, and physiology (Behneman et al., 2012; Chung et al., 2011). In BRM training, the critical variable that designates qualification standards is performance. In current settings, if trainees consistently meet performance standards, then they are advanced to the next period of instruction. If a trainee does not meet standard, then coaching is required. Yet coaching cannot be based solely on performance outcomes. As such, psychomotor adaptive training requires complimentary assessments that aid in identifying what specific aspects of the task to deliberately focus on.

In this instance, coaching is based on moderators of performance. For marksmanship, these moderators are behavior patterns exhibited during task execution. This behavior is inferred from weapon sensors and physiological markers recorded during task execution. As such, assessments in GIFT link data types with the concepts they inform. As an example, the fundamental of trigger squeeze will be linked to the trigger sensor embedded directly on the weapon. With this association, a model will be developed to inform state representations that will guide pedagogical decisions. These state representations consist of four levels: (1) unknown, (2) below-expectation, (3) at-expectation, and (4) above-expectation.

While a domain model in GIFT can produce state assessments on performance moderators, it is important to define logic to resolve conflict between performance and behavior. As an example, if a basketball player exhibits an unconventional approach to shooting free throws as identified by some assessment logic (e.g., shooting underhand), yet makes a high percentage of shots, should the system intervene to correct the behavior? Or should the system recognize the superior performance level and allow the behavior to persist? Though some coaching might improve even the most superior of performers, it is often in the case of the low performer where immediate coaching is necessary.

Domain Modeling from an Assessment Standpoint

A current open question is what type of model is most suitable in a psychomotor-based training domain. To start, we must conceptually identify the modeling techniques that support assessment practices and the underlying assumptions based on their implementation. Each technique is confined to data made available from a training platform, with additional channels of information supported by commercial-off-the-shelf wearable sensing technologies. For the purpose of this discussion, we are limiting the data types for model development to include (1) performance outcomes as they relate to grouping and zeroing procedures produced by the training application, (2) trainee behaviors logged during the execution of a shot as collected from a suite of sensors embedded directly on the EST weapon (e.g., trigger pressure, cant angle of the rifle, aim trace, butt-stock pressure), (3) a physiological sensor collecting breathing patterns and heart rate data, and (4) a neuro-physiological sensor (e.g., electroencephalogram) used to monitor brain activity and cognitive load during practice exercises.
With a specified list of data fields, we present three high-level overviews of domain modeling within a psychomotor task environment and how those models are applied to guide coaching and pedagogical practice. The three approaches being investigated are (1) expert models of desired performance, (2) buggy-libraries that associate with common novice error, and (3) neuro-physiological approaches that focus on brain activity exhibited during skill development. Before we review each approach, there are a few assumptions that should be covered. First, GIFT needs the ability to consume and process sensor data in real time to support run-time instantiations of an assessment model. This is currently completed in GIFT’s sensor module. Within the sensor module, raw data are filtered, transformed, and processed based on specified configurations. Identifying upfront how data will be used to inform assessment is important as that will dictate the methods to compute the variable required to properly assess behavior in relation to task fundamentals.

**Expert-Informed Model Development**

First, we focus on modeling moderators of performance and building mathematical representations of expert behavior. This representation is used as a way to recognize individuals whose behavior deviates from an established desired outcome. Behaviors of interest are task-dependent and should associate with a fundamental aspect of skill application. Identifying the behaviors to track is traditionally informed through a domain or task analysis. In terms of the BRM use case, the concepts and objectives selected were taken directly from FM3-22.9. We selected the four “fundamentals” of marksmanship taught in BRM to build the expert-informed models around, including (1) stable body position, (2) proper breath control, (3) steady trigger squeeze, and (4) sight alignment. These fundamentals are organized within GIFT’s modeling schema standard as described above.

To this effect, we are defining concepts mapped in GIFT’s DKF to these recognized fundamentals, and assigning data variables and combinations of variables as the input for guiding inference procedures. An assumption associated with this approach is that experts in the domain of marksmanship will exhibit common and consistent behaviors across all collected data fields. This method is primarily exploratory, as we seek to identify statistically reliable trends in behavior as they relate to expert performance of a BRM procedure. The output of this technique is descriptive expert models based on trends in behavior within specified time windows prior to and after the execution of a shot. Outcomes of initial experimentation with the Army Marksmanship Unit’s Service Rifle Team are in support of this technique, with resulting models holding up during cross-fold validation procedures (Goldberg et al., 2014). As the subjects in this model development were the Army’s best shots, the variance in performance was rather small. This resulted in the development of descriptive models that quantitatively represented behavior as a range of values within two standard deviations of a metric’s absolute mean value. We have extended these techniques to account for a signals derivative over time, with an area under the curve (AUC) calculation being used as the basis of model formulation. In addition, we explored regression analysis techniques to identify the behaviors that account for the most variance in performance outcomes.

Yet, how effective are these models at informing feedback practices within an adaptive training environment? This is an important question to ask for any modeling approach applied across a psychomotor domain of instruction. What good is an assessment technique if it only supports shallow pedagogical interventions that have little impact on skill development and acquisition? An expert model of this nature can tell you what a trainee is doing that is “not” reflective of expert performance, but offers no insight on the specific error that individual is making. This limits the type of pedagogy a system like GIFT can provide. As such, the first round of experiments focus on generic remediation materials that map directly to a fundamental concept being violated (i.e., if a trainee is assessed poorly on trigger squeeze, then GIFT presents feedback linked directly to proper execution of that behavior). This approach also keeps models independent of one another in terms of machine learning techniques, as the performance state-space is only
that of expert. To extend the assessment space to account for specific error types, it is important to explore the efficacy of establishing buggy-library influenced models.

**Novice-Informed Model Development (Buggy-Library)**

In an effort to build more informative assessment models in BRM, an approach we will apply once a testbed is established involves the development of a buggy-library (i.e., model of misconceptions). In other words, we want to model common errors novices make when learning BRM procedures. This approach varies from expert models, as it takes behavior data and determines a specific type of error made among a bank of available choices. This bank is based on common impasses identified in James and Dyers’ (2011) Rifle Marksmanship Diagnostic and Training Guide. In this document, the authors correlate common performance patterns with fundamental mistakes linked to task behavior. These recognized mistakes serve as available annotations to base supervised machine learning techniques on. An annotated data set will be collected based on the opinion of expert marksmen as they observe novices perform BRM procedures.

In essence, this becomes a machine learning problem. Expert annotators are instructed to observe and classify behavior based on available data streams. Common errors will include things like improper breathing, squeezing the trigger too quickly, poor body alignment, etc. This creates a rich state-space to drive machine learning methods to identify patterns in data that consistently designate this behavioral outcome. With an annotated data set, analyses can be conducted that look across the available dependent measures to identify consistent clusters that designate a reliable correlation between cause and outcome. This approach provides a much more prescriptive assessment of skill application and can inform a specific intervention designated to correct the identified misconception.

However, this method is prone to error as the annotation of novice mistakes is subjective by nature. Interrater reliability is key to the success of this method, as mutual agreement across experts will assist in creating data-driven models that are representative of expert opinion. A potential pitfall is the recognized inconsistency of instructors in BRM training schoolhouses. James and Dyer (2011) note that trainers of BRM vary in the tactics and procedures they teach along with their complete understanding of the behaviors involved in the task (Goldberg et al., 2014). Nonetheless, we will examine the feasibility of producing a buggy-library capability in GIFT to inform BRM assessment practices. This will be conducted during our first interaction with novice performers in an effort to validate the application of expert models in identifying non-expert behavior.

**Physiology-Informed Model Development**

The last domain modeling procedure we introduce is based on work surrounding brain monitoring techniques that involve the tracking of electroencephalogram (EEG) signals. Prior work in this area has yielded interesting findings, with a focus on techniques to promote cognitive readiness within individuals as they engage in activities to develop a new skill. In this instance, cognitive state representations, as determined by EEG signal classifiers, are used to determine an individual’s readiness for building skill in memory that translates to future application. This application of neuro-feedback is believed to accelerate an individual’s progression from novice to expert in a skill-based domain. Prior research has shown expert performers in the domains of marksmanship, golf, and archery to exhibit common EEG profiles as they mentally prepared prior to executing a shot (Berka, Behneman, Kintz, Johnson & Raphael, 2010).

This profile was established as a comparative benchmark to assess novice EEG signals against. Berka et al. (2010) used this finding to create the Adaptive Peak Performance Trainer, which integrated a learner’s psycho-physiological state into the system’s automated feedback, with preliminary results showing individuals training on marksmanship to accelerate their learning trajectories when such information was made available.
Such systems are still being assessed within controlled laboratory settings. An example can be seen in a technology called Neurobridge, which applies neuroscience-based software to optimize how a trainee’s brain functions in real time during the execution of a task procedure (Cubic, 2014). In the marksmanship example, Neurobridge is applied in an open learner model (OLM) approach that displays an individual’s cognitive state, with the OLM serving as a mechanism to promote deep concentration through coaching interactions. As learners focus their attention, the system responds by adapting the OLM image to display a cue they are ready to train. This is a novel approach to extend the current state of the art, but currently there is a lack of empirical evidence to support its application.

This approach to instruction introduces elements of augmented cognition, as the EEG sensor is applied to inform individuals on their readiness to engage in an activity. What is potentially powerful about this approach to assessment is its ability to translate across tasks and domains. If a reliable profile of EEG trends can be established, learner modeling can be applied to keep individuals aware of their readiness state. However, there are concerns that must be addressed when considering this type of approach. The main question is, do interventions of this nature actually make a difference to warrant the application of expensive EEG headsets? While the costs of these devices have reduced over time, they are not yet at a selling point to support wide application. In addition, are these sensor technologies reliable enough to inform these types of cognitive states in an environment outside of a laboratory setting? There are many questions that must be answered, but this approach to domain modeling is interesting as it extends beyond basic procedural assessments.

**Future Research and Conclusions**

In this chapter, we presented considerations for extending GIFT modeling and pedagogical techniques to support a psychomotor training domain, in this instance, BRM. With an established workflow for building models and a testbed to run studies, future research will involve numerous components of marksmanship-related training efforts. This includes investigating the application of these approaches on new weapons not associated with BRM, as well as investigating the feasibility of training more advanced skills (e.g., hitting moving targets). In addition, future research will also examine guidance within a psychomotor use case that will investigate variations in timing, specificity, and modality of feedback. Another area of research will focus on human performance related questions that involve elements of deliberate practice and sequencing of training tasks to better improve skill acquisition and retention.

This work is among the first to address the need for automated, personalized, and intelligent psychomotor training. Methods for measurement, model creation, expert validation, and novice diagnosis in this type of domain are addressed, along with their implications of being implemented in a domain-independent framework (Sottilare, 2013). This chapter presents a way to measure items of interest that corresponds with skill and ability and how to use those items to create models that represent disparate assessment techniques for coaching purposes.

In terms of modeling psychomotor domains to guide adaptive instructional methods, this work lends itself to lessons learned that can inform recommendations for future practitioners and future developmental features native to GIFT’s authoring and run-time environments. While the elements of a psychomotor task are often unique to the environment that task is executed within, there are common practices that can be established for assisting individuals in building data-driven domain models that inform automated coaching practices.

The initial step is establishing an ontological representation of the skills and fundamentals associated with a particular domain and linking those concepts to task features and behaviors that will drive assessment implementations. A recommendation for GIFT is to build an authoring interface that supports this upfront
top-down requirements analysis, where task concepts and fundamentals are linked to behaviors, and behaviors are linked to available data types that can be used for model development. In addition, research should be conducted to identify available sensor types that can be used for modeling psychomotor components, along with the conditions they are most suitable within. This can assist researchers and training developers in identifying the appropriate sensor technologies that provide the appropriate granularity of data to support the learning effect chain inference procedures.

With an established requirements document based on task analysis techniques, the next step is building mathematical models that can be used for real-time assessment practices. This capability requires GIFT to consume raw sensor data, filter the data for reducing the signal-to-noise ratio, transform the data into a variable/metric appropriate for analysis purposes (e.g., calculating an absolute derivative), and parse the metric into a specified time-window for running statistical techniques against (e.g., calculating a rolling average; conducting an area under the curve function, etc.). We recommend developing a tool to assist in this process, reusing methods often and where appropriate. It is also believed artificial intelligence (AI) methods can be explored to automate this process for the purpose of identifying consistent data trends across varying time segments that correspond with task execution behaviors. The goal would be investigating methods to automatically generate sensor-driven descriptive behavior models based on a preconfigured set of features and threshold parameters.

The final recommendation falls outside the scope of domain modeling, but its dependency can influence how assessment practices are configured. We recommend leveraging research examining human performance and skill development from a cognitive psychology and kinesiology perspective. The cognitive psychology suggestion is more from a pedagogical standpoint, but task scheduling should account for what is known about how an individual builds skill and develops muscle memory across blocked vs. interleaving practice trials (Birnbaum, Kornell, Bjork & Bjork, 2013). From a kinesiology viewpoint, understanding the relationships between physical motor movements, task difficulty, and skill acquisition should be accounted for in modeling the progression of tasks an individual should perform during a set of training sessions. The main argument here is that theory should not be ignored; it should help identify what matters in learning psychomotor skills and what components should be modeled to help coach along the way.
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**Introduction**

As a generalized framework for intelligent tutoring systems (ITSs), the Generalized Intelligent Framework for Tutoring (GIFT) integrates various types of ITS modules. Among all the modules, conversation-al ITS modules might be the most complex one, since it adds complex conversations to any type of ITS environment. Each type of module in ITS may have its specific considerations on domain modeling. This chapter presents our experience in domain modeling on “AutoTutor”, which has been integrated as a conversation module in GIFT.

The domain model has long been considered as one of the major components of an ITS. For example, Elsom-Cook (1997) assumed that the structure of an ITS is around a “trinity” of components: “the knowledge about the domain being taught, about how to interact with the learner, and about the student.” Murray (1999) described four models in authoring ITSs: the interface model, the domain model, the teaching model, and the student model. In the preface of the first book of this series, Sottilare, Graesser, Hu and Holden (2013) indicated that domain models in an ITS contain “the set of skills, knowledge, and strategies of the topic being tutored.” They added that a domain model “normally contains the ideal expert knowledge and also the bugs, mal-rules, and misconceptions that students periodically exhibit.”

Obviously, the term “domain” in an ITS means a specific field or scope of knowledge, such as “algebra”, “critical thinking”, “psychology”, etc. People who have a deep understanding of a domain are called “domain” experts. A domain model represents domain experts’ ideas, skills, and the ways that they solve domain problems. In ITS development, domain experts are responsible for authoring domain knowledge. A good domain model provides a structure to minimize domain experts’ authoring time and maximize the quality of the content.

Domain knowledge can be decomposed into “knowledge components” (KCs). Koedinger, Corbett, and Perfetti (2012) defined a KC as “an acquired unit of cognitive function or structure that can be inferred from performance on a set of related tasks.” This definition connects knowledge, learner, and tasks, which relates the domain model to the student model. For practical reasons, Koedinger et al. (2012) generalized the definition of KCs as “pieces of cognition or knowledge” that include “production rule”, “schema”, “misconception”, “concept”, “principle”, “fact”, or “skill”.

A collection of KCs represents the knowledge of a domain. However, the domain knowledge cannot be taught only by directly presenting the KCs in a didactic manner as in a classroom lecture. A tutoring system usually requires more active application of KCs by giving students a set of problems. By solving the problems, students learn the domain knowledge at a deeper level. Moreover, we believe that a problem can be decomposed into a set of expectations (i.e., steps in a problem or answers to a question) and misconceptions (i.e., incorrect mental models, errors, bugs). KCs are mapped to expectations/misconceptions in problems. Students’ knowledge about the KCs is then assessed through the performance on solving the problems (Figure 1).
AutoTutor (see the next section) is a problem-oriented tutoring system. Students learn by working on a solution to the problem. The system presents interactive learning content to students and helps students with conversations through animated agents. It is the highly focused intelligent conversation that makes AutoTutor different from many other ITS. In this chapter, we provide the latest AutoTutor domain model and the process of authoring AutoTutor domain knowledge.

**AutoTutor Problems and Knowledge Components**

An AutoTutor system usually contains a collection of problems or lessons that cover the content of a specific domain. For example, the computer literacy AutoTutor (Graesser, Wiemer-Hastings, Wiemer-Hastings, Kreuz & the Tutoring Research Group, 1999) contains 37 problems that cover the topics of hardware, operating system, and the Internet. Physics AutoTutor (Graesser, Lu, Jackson, Mitchell, Ventura, Olney & Louwerse, 2004; VanLehn et al., 2007) contains 11 practical problems that cover some of Newtonian laws in conceptual physics. Operation ARIES, an AutoTutor system that teaches critical scientific thinking, contains 21 training lessons, 21 case study problems, and 16 practice problems (Millis, Forsyth, Butler, Wallace, Graesser & Halpern, 2011; Halpern, Millis, Graesser, Butler, Forsyth & Cai, 2012; Cai, Forsyth, Germany, Graesser & Millis, 2012; Forsyth, Graesser, Pavlik, Cai, Butler, Halpern & Millis, 2013). CSAL AutoTutor, a system that helps adults in reading, contains over 30 lessons that cover a complete set of reading comprehension strategies (Graesser, Cai, Baer, Olney, Hu, Reed & Greenberg, in press).

How do we know that a collection of problems/lessons covers the knowledge of a specific domain? How are the KCs overlapped across the problems? How are the KCs repeated in the problems? In order to answer these questions, a complete set of KCs about the domain needs to be identified. Identifying domain KCs is a task for domain experts. Domain experts need to be aware of the following three issues in creating a KC list:

1. KCs need to be at a proper grain level. On one hand, coarse-level KCs will cause inaccurate assessment about students’ learning. On the other hand, there could be too many fine-level KCs to be practically managed by tutoring systems.

2. Identifying some relations between KCs could be useful. One important relation is “prerequisite”. Prerequisite relation is useful for adaptive problem selection. Unfortunately, this relation is often debatable. Another important relation is degree of overlap. Consider two KCs, A and B, the over-
lap relation could be A contains B, B contains A, A and B have overlap and none of them contains the other, or A and B do not overlap. This relation helps assessing students’ mastering of the knowledge. For example, if the performance of task shows that a student mastered the KC A, and A contains B, then we can infer that the student mastered B.

(3) KCs need to be complete. However, it might be impossible to make a complete and still manageable list of KCs. Domain experts may need a principled iterative process to make a good judgement on the completeness.

Once KCs are identified, the tutoring problems/tasks can then be designed around the KCs. In AutoTutor, a problem usually provides the learner about a half hour of interactions. Every problem/task should be associated with a subset of the KCs. The collection of the problems should cover all KCs enough times so that the student’s learning curves (Koedinger et al., 2012) can be traced and the knowledge mastering can be accurately assessed.

The mapping from KC to problems (see Figure 1) can help with revising both problems and KCs. By systematically inspecting the KCs in each of the problems, missing KCs or relations may be found. Problems may be added, removed, and revised in order to achieve a complete and balanced coverage of the KCs. For example, Table 1 shows a part of the mapping from KCs to problems of our ElectronixTutor, which is under development in a project funded by Office of Naval Research (ONR). The labels of the row entries refer to the type of learning problem, such as deep reasoning (DR), knowledge check (KC), and particular question (Q). The labels of the column entries refer to the knowledge components. As can be seen in the cells, there are three problems that cover capacitor-behavior, but only one that covers capacitor-parameter. Therefore, an additional problem may be added to allow more coverage of capacitor-parameter.

Table 1. Mapping between problem and KCs.

<table>
<thead>
<tr>
<th>Capacitor-parameter</th>
<th>Capacitor-behavior</th>
<th>RC-Circuit-function</th>
<th>LC-Circuit-function</th>
<th>Inductor-behavior</th>
</tr>
</thead>
<tbody>
<tr>
<td>DR-Q1</td>
<td></td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>DR-Q2</td>
<td></td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>KC-Q1</td>
<td>1</td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>KC-Q2</td>
<td></td>
<td></td>
<td></td>
<td>1</td>
</tr>
<tr>
<td>KC-Q3</td>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>KC-Q4</td>
<td>1</td>
<td></td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

AutoTutor Scenes and Conversations

Graesser (in press) often describes AutoTutor as a system that helps students learn by holding a conversation in natural language. Intelligent natural language conversation is the feature that makes AutoTutor different from many other tutoring systems. AutoTutor conversations are usually accompanied by an adaptive sequence of “scenes”. An AutoTutor “scene” can be built with a set of simple HTML5 pages or a complex 3D virtual environment. Figure 2 shows three scenes in a CSAL lesson composed by three HTML5 pages. On the first page, computer agents give an introduction to the steps about how to use context clues to get the meaning of unknown words. The second page presents a text with a highlighted target word and three definitions for a student to choose. The tutor agent (left) asks the student agent (right) and the human student to choose the correct definition. Based on their answer, the tutor agent gives immediate feedback (“Great”, “Correct”, “No”, etc.), followed by a hint or prompt if help is needed, and points out
the context clues in the text. The third page presents a new target word and gives the human student a new opportunity to learn the use of context clues.

Figure 2. CSAL AutoTutor scenes.

AutoTutor scenes based on HTML5 pages are simple. Yet, it can present rich types of interactions to students, such as multiple choice questions, fill-in-the-blank questions, rearranging sentences, and so on. Of course, the most important interaction from the standpoint of AutoTutor is the natural language conversation. AutoTutor scenes and conversations are adaptively presented. The next scene to be presented is usually determined by student’s performance on the interactions of the past scenes. At each tutoring turn, a student’s action, verbal input, and emotions are sent through the client interface to the AutoTutor Conversation Engine (ACE). ACE sends back a sequence of instructions to the client program to make changes to the scene, move to a selected next scene, and send speeches to computer agents.

There are many HTML5 e-learning authoring tools that can be used to create attractive and interactive HTML5 pages to present instruction content. However, creating adaptive interactions mixed with intelligent natural language conversation is challenging to domain experts. The reason is that “adaptivity” implies complex logic and needs expansive supporting resources. In order to make the interactions adaptive, the system needs to track student performance, which involves student modeling, data storage, and data analysis. In order to make intelligent natural language conversation, the system needs to have natural language processing (NLP) resources. Responding to mixed user inputs (actions, verbal inputs, emotions, etc.) needs complex production rules.

The latest AutoTutor authoring tool allows domain experts to create new instruction content by modifying template HTML5 pages without worrying about the complex adaptivity logic. An AutoTutor template page contains a set of predefined elements. Domain experts modify texts, images, videos, and agent speeches associated with the template page to make a customized content page. A “player” page is responsible for loading content pages and transferring messages among a loaded content page, animated agents and ACE.

While customizing a template page is simple, authoring an AutoTutor template is not. A complete AutoTutor template contains a collection of template pages, a “player” page, together with default texts, images, videos, and speeches. A template also has a set of production rules, cascading style sheets (CSS) files and JavaScript files. A good template may involve authors from different fields. A web page designer is responsible for the look and feel and the usability of the pages; a JavaScript programmer is responsible for interaction functions; and an AutoTutor rule designer is responsible for production rules. Consequently, the tasks of a domain expert are to focus on the content, whereas a community of other experts handles technical details that are beyond the proficiencies of most domain experts.
Template authors have the freedom to create any kind of template page. However, all template pages have required features:

1. **Adaptive** - Pages are adaptively presented to learners, in the sense that the learner’s performance on the presented pages determines which page is presented next. The learner’s performance scores are carried over from page to page until the end of the problem.

2. **Conversational** - Conversational agents are available on each page. When working on a page, a learner can get a better understanding of the presented content by having deep conversations with the conversational agents.

3. **Interactive** – The pages are supposed to be interactive. That is, there should be interaction elements, such as clickable buttons, draggable objects, highlightable texts, selectable items, editable text areas, and so on.

4. **Changeable** - An AutoTutor template page is designed for change. That is, the contents of the page are designed to be easily changed by domain experts who may not have any understanding of HTML/JavaScript/CSS. All changeable elements have attributes stored in JavaScript configuration files for easy manipulation.

Template pages also have a set of required JavaScript functions:

1. `Init()` - Initialize elements and notify the player the page is ready.

2. `Lock()` - Lock the interactive elements.

3. `Unlock()` - Unlock the interactive elements.

4. `GetMessage(string messageName)` - Prepared for the player to request a message.

5. `GetEvent(string action)` - Prepared for the player to send an action to the page for execution, such as “GotoNextItem”.

6. `SendEvent(string message)` - Notify player with a message.

7. `GotoNextPage()` - Replace the current page by another page.

8. `UpdateScore()` - Update user’s performance score.

9. `GetStepName()` – Report the name of the current step on the page.

10. `GotoStep(string stepName)` - Move to the step specified by the step name.

The above HTML5 page-based AutoTutor system is a way to deeply integrate conversation with multimedia content. This allows learners to read, watch, and do while they talk. We want to point out here that the above template-based knowledge model can be easily integrated into GIFT, especially the web version. The simplest way is to create an iFrame on any web page to hold an AutoTutor “player” page. The communication between GIFT modules and AutoTutor can be done through JavaScript messaging.
**AutoTutor Conversation Scripts**

With the help of the AutoTutor authoring tool and templates, domain experts can easily represent a problem by a set of interactive HTML5 pages. Domain experts may find it difficult to modify the default conversation scripts in a template without a good understanding of the AutoTutor conversation script elements. We give a brief description of the elements in this section. More information can be found in AutoTutor papers such as Cai, Feng, Baer, and Graesser (2014); Graesser (in press); and Nye, Graesser, and Hu (2014).

There are two types of conversation packs in AutoTutor. One is called “rigid pack” and the other is called “tutoring pack”. A rigid pack contains a fixed sequence of conversations between computer agents. Rigid packs are usually used in the opening and closing of a conversation.

A tutoring pack has a complex structure because it contains the spoken contributions to adaptively respond to students’ inputs. Domain authors start modifying a template tutoring pack from a “main question”. The main question is the central part the conversation. Once the main question is answered by the student, the conversation goes to the closing rigid pack and ends. Therefore, the length of a conversation depends on the complexity in answering the main question. If the main question is very simple, then there is not much to talk about and the conversation will usually be short. When the main question requires a complex answer, the conversation may be long, and complex conversation scripts will be needed.

In AutoTutor, a complex answer to the main question is decomposed into a set of expectations. An expectation is a part of the answer to the main question, usually in the form of a single sentence that corresponds to a knowledge component. All expectations collectively answer the main question. During every step of the conversation, a student’s input will be compared with each expectation. If an expectation is not matched, AutoTutor will provide the student a hint or a prompt to help the student construct an answer that matches the expectation. In AutoTutor, a hint is a question that requires an answer in the form of a sentence or clause. A prompt is a question that targets a single highly relevant word in the expectation. Domain experts need to author these hints and prompts.

An AutoTutor conversation script also contains answers to the main question, expectations, hints, and prompts. The answers are prepared for two purposes. One is to compare with students’ inputs and the other is for computer agents to speak. The answers can be in different types. Two important types are “Good” and “Bad”. If a question could be answered in different ways, multiple “Good” answers can be prepared. When a student’s input matches a “Good” answer, the question is considered answered. A “Good” answer may be delivered by a computer agent if the student cannot answer the question. When a “Bad” answer is matched, AutoTutor will give a negative feedback and continue with a new hint or prompt to further help the student.

In recent years, AutoTutor systems often use trialogs (Cai et al., 2014; Cai, Graesser & Hu, 2015; Graesser, Li & Forsyth, 2014). A trialog involves two computer agents, usually a “tutor” agent and a “student” agent. The questions and answers can be prepared for both agents. Both the tutor agent and the student agent can ask a question to the human student. When authoring such questions, domain experts need to write the questions in the language of a tutor and a student respectively. “Good” answers can be prepared for both agents. However, “Bad” answers are only for student agent. “Bad” answers play an important role in trialogs. When a student’s answer is bad, it is most helpful if the system can immediately give negative feedback, such as “No”, or “That’s not right”. However, because the NLP module is never perfect, there is a chance that a correct answer from a student matches a bad answer. Obviously, giving a negative feedback to a correct answer is awful and harmful to learning. Trialogs can help with this. When a student’s input matches a bad answer, AutoTutor may respond in the following way:
• The student agent says something like “I think I know the answer”.

• The student agent says the matched bad answer.

• The tutor agent gives a negative feedback to the student agent.

Trialogs also allow the use of pedagogical strategies, such as vicarious learning, tutoring, and teachable agent. More about this can be found in Cai et al. (2014).

Conclusion

GIFT has various types of modules. Two important issues make conversational modules different from typical types of GIFT modules. First, the conversational scripts need to contain a family of users’ possible responses as opposed to a singular response. Second, the conversation rules are complex, especially when users’ actions and environmental states are included as rule conditions. Over the last two decades, we have allocated considerable efforts into developing AutoTutor script authoring tools (Cai et al., 2015; Hu, Cai, Han, Craig & Graesser, 2009; Susarla, Adcock, Van Eck, Moreno & Graesser, 2003). We believe that template-based authoring is the best approach to use. While we are continuously improving AutoTutor Script Authoring Tools, it is our hope that the domain model we provided here can be applied to other GIFT modules. We recommend the following for GIFT domain model authoring tools:

• Minimal technical background knowledge should be assumed on domain experts. A working template should be provided for domain experts to create content of similar style and functionality as in previous applications.

• Template authoring tools are needed for technical experts that embrace different skills, such as understanding language, global discourse patterns, pedagogy, sensing technologies, programming, art, and so on.

• Authoring conversations is hard. Conversation authoring tools should provide a mechanism for iterative authoring so that domain experts can review users’ input and continuously make improvements to conversation scripts.
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Introduction

For the last several years, our group has been involved in a project that can be construed in terms of exploring the relation of formal knowledge and perception. At first sight, formal cognition as seen in scientific and mathematical reasoning involves developing deep construals of phenomena that run counter to untutored perception. In fact, Quine (1977) considered a hallmark of advanced scientific thought to be that it no longer requires notions of overall perceptual similarity as the basis for its categories. The background rationale for this claim is that unanalyzed perceptual similarities may lead one astray. For example, marsupial wolves may closely resemble placental wolves, but they are evolutionarily rather distant cousins. In general, as a scientist or child (Carey, 2009) develops more complete, systematic knowledge about the reasons something has a property, then overall perceptual similarity becomes increasingly relevant for generalizations.

While there is certainly justification for placing superficial perception and principled understanding in opposition, we have been exploring the converse strategy of trying to ground scientific and mathematical reasoning in perceptual processing (see also Kellman, Massey & Son, 2010). One reason for thinking that perception and formal thinking can be brought closer together is that we can train our perceptual processes to do the right thing, formally speaking. Perception and visual attention are highly educable processes. We can train our perception to process stimuli in an efficient manner for tasks that are important to us. An advantage of linking high-level processes to perception is that we can co-opt our neurologically large and phylogenetically early perceptual areas – areas that are the result of millions of years of evolutionary research and development. Finally, there are suggestive correlations across individuals between perceptual and conceptual abilities (Goldstone & Barsalou, 1998). For example, schizophrenics have difficulty inhibiting both inappropriate thoughts and irrelevant attributes. Autistics often suffer from overly selective attentional processes, including hypersensitivity to sensory stimulation and overly narrow language generalization.

Based on these considerations, we have developed a hypothesis we call Rigged Up Perception-Action Systems (RUPAS), which states that an important way to efficiently perform sophisticated cognitive tasks is to convert originally demanding, strategically controlled operations into learned, automatically executed perception and action processes. These tasks can be understood as on par with the “visual routines” proposed by Shimon Ullman (1984) to account for how people extract information from a visual scene using processes such as shifting attentional focus, indexing items, tracing boundaries, and spreading activation from a point to the boundary of an area. In this chapter, we apply this general theoretical approach of exploring ways in which our sophisticated, formal reasoning abilities are grounded in perception and action to the specific knowledge domain of algebra. Algebra is one the clearest case of widespread symbolic reasoning in all human cognition (Anderson, 2007). Showing that perceptual factors influence even algebraic reasoning provides prime facie support for the premise that perception-action grounding cannot be ignored for almost any cognitive task.
Related Research

To study the influence of perceptual grouping on mathematics, we gave undergraduate participants a task to judge whether an algebraic equality was necessarily true (Landy & Goldstone, 2007a). We were interested in whether perceptual and form-based groupings would be able to override participants’ general knowledge of the order of precedence rules in algebra, according to which multiplications are executed before additions. We tested this by having perceptual grouping factors either consistent or inconsistent with order of precedence. For example, if shown the stimuli in the top row of Figure 1, participants would be asked to judge whether \( f + z \times t + b \) is necessarily equal to \( t + b \times f + z \). In fact, this is not a valid equality. However, in the incongruent version of the physical spacing manipulation, the narrow spacing around the “+” signs might encourage participants to group the \( f \) and \( z \) together to form a “\( f + z \)” unit, as well as forming a “\( t + b \)” unit. If participants then match up these units on the left and right sides of the equation, they will find the same two units on the right side, leading them to respond “valid.” As predicted, participants make 38% more errors on trials like this in which the formally determined order of operations is incongruent rather than congruent with the perceptual grouping suggested by the surround lines and circles. Other methods for manipulating perceptual groupings, like varying the connectedness of dots surrounding the mathematical expression (middle row) and proximity in alphabet (bottom row) also affect validity judgments. Participants continued to show large influences of grouping on equation verification even though they received trial-by-trial feedback. Feedback reduced, but did not eliminate the influence of these perceptual cues. This suggests that sensitivity to grouping is automatic or at least resistant to strategic, feedback-dependent control processes.

<table>
<thead>
<tr>
<th>Manipulation</th>
<th>Example Problem</th>
<th>Perceptual-formal Congruency</th>
</tr>
</thead>
<tbody>
<tr>
<td>Physical Spacing</td>
<td>( f + z \times t + b = t + b \times f + z )</td>
<td>Congruent</td>
</tr>
<tr>
<td></td>
<td>( f + z \times t + b = t + b \times f + z )</td>
<td>Incongruent</td>
</tr>
<tr>
<td>Connectedness</td>
<td>( f + z \times t + b = t + b \times f + z )</td>
<td>Congruent</td>
</tr>
<tr>
<td></td>
<td>( f + z \times t + b = t + b \times f + z )</td>
<td>Incongruent</td>
</tr>
<tr>
<td>Alphabetic Spacing</td>
<td>( x + a \times b + y = b + y \times x + a )</td>
<td>Congruent</td>
</tr>
<tr>
<td></td>
<td>( a + b \times x + y = x + y \times a + b )</td>
<td>Incongruent</td>
</tr>
</tbody>
</table>

Figure 1. Samples from three experiments reported by Landy and Goldstone (2007b). Participants were asked to verify whether an equation is necessarily true. Grouping suggested by factors such as physical spacing, connectedness of contextual geometric forms, and proximity in the alphabet, could be either congruent or incongruent with the order of precedence of arithmetical operators (e.g., multiplications are calculated before additions). The physical manipulations shown bias participants to perceptually group the symbolic expressions. When formed perceptual groups are congruent with formal order of precedence then validity judgments are much more accurate than when they are incongruent.
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Other research (Landy & Goldstone, 2010) indicates that people are heavily influenced by groupings based on perceptual properties when performing not only algebra but simple arithmetic as well. Despite being reminded of, and verbally subscribing to, standard order of precedence rules, our college student participants are much more likely to calculate an incorrect solution value of 25 for “2+3 * 5 = ?” than “2 + 3*5 = ?,” presumably because the narrow spacing around the “+” in the former case biases people to calculate 2+3 before they multiply by 5.

People not only respond to the perceptual cues contained within symbolic representations, but they also add perceptual cues when they construct their own symbolic representations. Landy and Goldstone (2010) asked participants to write symbolic mathematical expressions for equations expressed in English such as “nine plus twelve equals nine plus three times four.” Figure 2 shows an example of one participant’s symbolic expression. From these expressions, we measured the physical space around the different operators. On average, the physical spacing was largest around “=”, consistent with its role as the highest level structural grouping for the equation. The physical spacing was larger around the “+” than around the “X” in equations that had both of these operators. Our account of this result is that people produce notations that their own perceptual systems are well prepared to process. One noteworthy aspect of this empirical result is that people are creating perceptual cues that help them do the formally right thing even when this activity is not modeled for them by textbooks. Our corpus analysis reveals that most mathematics textbooks depict equal spacing around multiplications and additions. So, even though books do not use physical spacing to help students form useful perceptual groups in this instance, students still discover this practice. Furthermore, students who place wider physical spacing around lower, compared to higher, precedence operators also tend to produce the correct answer to math and logic problems (Landy & Goldstone, 2010). In this manner, we create notations that are aptly processed by our perceptual systems, and this is one of the reasons why perceptual systems should often be trusted rather than trumped.

---

**“Write the equation for: nine plus twelve equals nine plus three times four”**

![Figure 2. An example of a participants’ drawn symbolic representation of an equation expressed in an English sentence, taken from Landy and Goldstone (2010). The physical spacing around the “=”, “+”, and “X” were measured and compared. Notice how in the drawn equation, the widest spacing is found around the “=” sign, followed by the “+” and then by the “X”.

**Rigged Up Perception Systems**

The preceding examples illustrate ways in which we rely on perceptual processes to process symbolic notations. The lingering worry is that, as is the case with placental and marsupial wolves, or gold and pyrite (fool’s gold), appearances may be misleading. If mathematicians use superficial perceptual cues to dictate how they will process mathematical notation, will they not often be led astray? One answer, described in the previous section, is that notations are not fixed and inflexible, but rather can be flexibly tuned to humans’ perceptual systems because they are, after all, crafted by humans. This tuning occurs
within an individual’s lifetime as with the case of physical spacing in students’ written mathematical expressions, and also occurs on historic time scales. Much of the history of mathematical notation is one of changing over time to better fit human perceptual systems (Cajori, 1928). For example, the historic shift from representing “3 times the variable b plus 5” as “3×b+5,” to later representing it as “3•b+5,” and more recently as “3b+5,” represents a consistent shift toward decreasing the spacing between operands that should be combined together earlier. Both individually and culturally speaking, we craft notations that let our perceptual systems better serve our cognitive needs.

As we tune our mathematical notations to fit our perceptual systems, we also tune our perceptual and attentional systems to fit math. People train their visual attention processes to give higher priority to notational operators that have higher precedence. The operator for multiplication, “×,” attracts attention more so than does the notational symbol for the lower precedence addition operator, “+.” People who know algebra show earlier and longer eye fixations to “×”s than “+”s in the context of math problems (Landy, Jones & Goldstone, 2008). Even when participants do not have to solve mathematical problems, their attention is automatically drawn toward the “×”s. When simply asked to determine what the center operator is for expressions like “4 × 3 + 5 × 2,” participants’ attention is diverted to the peripheral “×”s as indicated by their inaccurate responses compared to “4 + 3 + 5 + 2” trials (Goldstone, Landy & Son, 2010). The distracting influence of the peripheral operators is asymmetric as shown by the result that responding “×” to “4 + 3 × 5 + 2” is significantly easier than responding “+” in “4 × 3 + 5 × 2.” That is, the operator for multiplication wins over the operator for addition in the competition for attention. This is not simply due to specific perceptual properties of “×” and “+” because similar asymmetries are found when participants are trained with novel operators with orders of precedence that are counterbalanced. The results suggest that a person’s attention becomes automatically deployed to where it should be deployed to get them to act in accordance with the formal order of precedence in mathematics.

**Rigged Up Action Systems**

Mathematical symbol systems would not be very valuable if the only thing we could do with symbols was to perceive them. In fact, we transform symbols as well, to derive new implications and relations that lay dormant in their original form. One possibility is that symbolic transformations are executed internally using abstract representations. This account is tempting because notations like “2 × b = 14” seem to be straightforwardly translatable into hierarchical mental representations like “= ( ( × ( 2, b), 14).” From this representation, propositional transformation rules like “(× (a, b), c) ⇔ (b, + (c,a))” can be applied to solve for b. This kind of propositional transformational rule is powerful because of its generality and ability to operate on arbitrary inputs without any influence of their original spatial and perceptual properties (Newell & Simon, 1976).

However, as we have already seen, humans are indeed influenced by the spatial and perceptual properties of notations. Accordingly, the alternative account of symbolic transformation that we have pursued is to keep the symbolic form in its original spatial format, and apply spatial transformations within this world of notation. For the 2 × b = 14 problem, one candidate transformation is spatial transposition, in which the 2 is moved from the left side of the equality to the right side, where upon it is moved to the denominator of a 14/2 quotient. This spatial movement might be executed on paper or with number tiles if they are at the reasoner’s disposal. More often, they are executed in the reasoner’s mind. Although this transposition operation is highly intuitive, it is noteworthy that this kind of spatial transformation does not appear in most leading models of algebra (e.g., Anderson, 2007).

Displays like the one shown in Figure 3 were devised to measure if and when participants adopt a spatial transposition strategy for solving simple algebraic equations. Equations were superimposed on top of a vertically oriented grating that continuously moved to either the left or right. The movement of the grating...
was either compatible or incompatible with the movement of numbers implicated by a transposition strategy. For the equation “$4 \times Y + 8 = 24$” shown in Figure 3, a rightward motion of the grating would be compatible with transposition because, in order to isolate $Y$ on the left side, the 4 and 8 must be moved to the right side. However, for the equation “$24 = 4 \times Y + 8$,” a rightward motion would be incompatible. Participants solved the equations more accurately when the grating motion was compatible with transposition.

Figure 3. As participants solved for the variable in equations like the above, a vertically oriented grating continuously moved either to the left or to the right. Although irrelevant for the task, when the movement of the grating was compatible with the movements of the numbers required by spatial transposition, participants were more accurate.

The influence of background motion on algebraic solutions is consistent with a “visual routines” (Ullman, 1984) approach to mathematical cognition. According to this notion, people engage in dynamic, visual-spatial routines to perform perceptual computations. Of particular relevance to the perceptual leaning aspect of this transposition routine, we also found that participants who have taken advanced mathematics courses such as calculus are more affected by the compatibility of the background motion than students with less math experience. Accordingly, we conclude that the imagined motion strategy is a smart strategy that students come to adopt through experience with formal notations, rather than a strategy that students initially use while learning, and then abandon as their sophistication increases. Learned perceptual routines are not at odds with strong mathematical reasoning. They are often the means by which strong mathematical reasoning becomes possible. It is a smart strategy to take advantage of the scaffolding provided by space, using it as a canvas on which to project transforming motions.

Another result consistent with increasing use of space in notation with increasing mathematical sophistication is that older children rely more on physical spacing as a cue to perceptual organization than younger children. Braithwaite, Goldstone, van der Maas, and Landy (2016) analyzed a corpus of 65,856 8–12 year old Dutch children’s solutions to simple math problems in which physical spacing was manipulated to be either congruent or incongruent with the formally defined order of operations. For example, the physical spacing in “$2+7 \times 5$” is incongruent with the rule that multiplications are executed before additions, whereas “$2 + 7 \times 5$” is congruent. Incorrect foils like 70, the answer that would be produced if the problem was incorrectly organized as $(2+7) \times 5$, were much more common with the incongruent spacing. The fact that the difference in accuracy between incongruently and congruently spaced problems increased with age and math experience is not expected under the notion (e.g., Vygotsky, 1962) that mathematical development involves a shift from informal mechanisms to formal rules and axioms. Instead, the study shows that reliance on informal mechanisms can sometimes systematically increase with age.

Figure 4 shows other common actions related to mathematical reasoning. Each of them is a physical and spatial action that nonetheless can be made to align perfectly with formally valid operations. For example, if properly constrained, the operation of spatially swapping factors is formally sanctioned by the commutative property of multiplication. Likewise, the intuitive act of cancelling out the two 3’s in the bottom
problem of Figure 4 can be formally sanctioned by a multiple step axiomatic derivation:

\[(3\times X)/(3\times Y) \Rightarrow (3/3)\times(X/Y) \Rightarrow 1\times(X/Y) \Rightarrow X/Y.\]

Future empirical work will be necessary to determine how often these actions are performed by mathematical reasoners and how effective they are. Our preliminary observations indicate that spatial actions like swapping \(A \times B\) for \(B \times A\), splitting the \(a\) in \(a\times(5+7)\) to form \(5a + 7a\), moving the 3 from the left side to the right side of the equality in \(X+3=8\), simplifying \(4\times7\) by projecting 28 on top of the original term, and canceling out the 3s in \(3x/3y\) are commonplace and often times effectively deployed. While the notion that mathematical reasoning shifts toward abstraction as it develops is plausible, our initial observations of mathematicians “in the wild” suggest that they are at least as likely to employ these kinds of spatially concrete transformations as are less sophisticated reasoners. Sophisticated reasoners still use concrete actions – they just apply them more efficiently and felicitously.

<table>
<thead>
<tr>
<th>Spatial Transformation</th>
<th>Initial State</th>
<th>Transformed State</th>
</tr>
</thead>
<tbody>
<tr>
<td>Swapping</td>
<td>(3 = (\square- 6) \times (7 + \square))</td>
<td>(3 = (7 + \square \times (\square- 6)))</td>
</tr>
<tr>
<td>Splitting</td>
<td>(\square = \square \times (5 + 7))</td>
<td>(\square = \alpha \times (5\square + 7\square))</td>
</tr>
<tr>
<td>Transposing</td>
<td>(\square + 3 = 8)</td>
<td>(\square + 3 = 8 - 3)</td>
</tr>
<tr>
<td>Simplifying</td>
<td>(\square = 3 + 4 \times 7)</td>
<td>(\square = 3 + \frac{28}{7})</td>
</tr>
<tr>
<td>Cancelling</td>
<td>(\square = \frac{3\square}{3\square})</td>
<td>(\square = \frac{3\square}{3\square})</td>
</tr>
</tbody>
</table>

Figure 4. Examples of physical transformations within notational space. Operations like swapping factors, splitting a variable to make identical copies, transposing a term from one side of an equation to the other, simplifying by replacing one expression with another, and canceling factors in a numerator and denominator are commonly observed in mathematical reasoners, and are often employed in a cognitively efficient and valid fashion.

Discussion

On the basis of our laboratory investigations of rigged up perception and action routines for mathematical reasoning, we have implemented algebra tutoring software systems with a specific aim in mind – to help students rig up their perception and action systems for effectively processing algebraic notation and thinking mathematically. The currently most actively developed version of the system, named Graspable Math (http://graspablemath.com), allows students to interact in real time with math notation using perception-action processes. The system is a natural outgrowth of our empirical findings suggesting that people come to be proficient reasoners in science and mathematics not by ignoring perception, but by educating it (Goldstone, de Leeuw & Landy; 2015; Goldstone, Landy & Son, 2010; Landy, Allen & Zednik, 2014). Our intention is to construct a virtual sandbox for students to explore how algebra operates, and to devel-
op both intuitions and algorithms for performing mathematics (Ottmar, Landy, Goldstone & Weitnauer, 2015; Ottmar, Landy, Weitnauer & Goldstone, 2015).

One core design commitment of Graspable Math is that students must be able to intuitively see linkages between various components of mathematics. Figure 5 shows a screenshot from the system as a student works through the process of solving for two unknowns, x and y. The screenshot does not adequately show the real-time interactive experience and so we encourage readers to visit the project web page. The most immediate, intuitive linking is from one algebraic expression to the next via spatial transformations of the kind shown in Figure 4. Near the bottom right-hand corner of Figure 5, one can see that the user is picking up the -1 (shown in red), in the middle of the process, perhaps, of transforming the expression from y=-1+4x into y=4x - 1 or y+1=4x. The commutativity of addition is being effectively shown by the instantaneously reactive system; as the user moves the -1 to the right of 4x, the 4x moves over to give room to -1. If the -1 crosses the equal sign, it immediately transforms into a +1, letting users viscerally see the deep mathematical relation that if some X is equal to a function of some Y, then Y is also equal to the inverse of that function applied to X. Some teachers resist spatial transposition, viewing it to be an illegitimate algebraic transformation. They object, “You shouldn’t teach students that they can just move the 2 of y-2=5 to the right side and changing its sign. Students should go through the axiomatically justified steps of adding 2 to both sides of the equation, yielding y-2+2=5+2, and then simplifying to y=5+2.” To this objection, we respond that the teacher’s preferred solution is one justifiable transformation pathway, but mathematics is rich enough to permit multiple axiomatizations of algebra, and the spatial transformations shown in Figure 4 provide an axiomatization that can also be shown to be formally valid. The traditional additive axiom of addition states: if two quantities are equal and an equal amount is added to each, they are still equal. The alternative, spatial axiomatization has three noteworthy advantages. First, it is a much more psychologically intuitive axiomatization because it has been designed to be efficiently processed by human perception-action systems. Second, it is more efficient, requiring two fewer transformations. Given that there is non-negligible “fail rate” (e.g., a student getting the wrong result, or giving up entirely) for each transformation, streamlining algebraic transformations is a valuable enterprise. Finally, the transposition operation makes intuitive the general mathematical pattern \( X = F(X) \equiv F^{-1}(X) = Y \) that is almost completely hidden in the traditional, additive axiom of addition.

Figure 5. A screenshot from Graspable Math showing three kinds of linkages between representations. First, interactive animations, such as the moving red -1 in the lower-right corner, provide intuitive, dynamic, and
spatial linkages between successive steps in an algebraic derivation. Second, the green pipelines show how symbolic elements are related to each other across several steps of a derivation. Third, the linear equations on the left and right sides are dynamically linked to the graph in the middle. Manipulating the graph’s lines instantaneously affects the symbolic quantities in the equations, and vice versa.

Another kind of linkage that Graspable Math allows users to see and create is between algebraic notation and other representations. Figure 5 also shows a line graph corresponding to the two equations on each of its sides, where each equation is expressed as a line. The graph-algebra linkage is dynamic and interactive. As users scrub through different values for the constants in the algebraic notation, they see how those values affect the slope and intercept of the lines. Alternatively, if a user manipulates the slope or intercept of the line within the graph, the yoked symbolic numbers will automatically adjust. This kind of bidirectional linkage allows each representation to contribute to understanding where it shines most. Relations between lines are highly salient in the graph format. In particular, the intersection point between the lines is conspicuous and can provide an impetus for students to try to understand what is unique about that point. A fuller answer to that graph-inspired question is provided by the linked notation. In particular, by substituting what Y is equal to from one equation into the Y term for the other leads to the center equation shown below the graph in Figure 5. This center equation, expressed solely in terms of X because the Ys have been eliminated, can then be solved for X, which provides a symbolic tie-in to the point on the X-axis where the two lines intersect. An important part of our philosophy for Graspable Math is that neither the graph nor the algebraic notation is primary or privileged. Both can provide an improved understanding of the other, and when placed in correspondence, allow an understanding that transcends what either can provide on its own. For example, a student who first solves for X and Y algebraically may wonder what this solution looks like on the graph. Plotting the point corresponding to the solution of the two-equation system shown in Figure 5, \{-2,-9\}, then she augments the student’s understanding of this solution to (literally) see it as the single point that lies on both of the lines corresponding to the two equations.

A third kind of linkage, depicted in green in Figure 5, is between the different steps of a derivation. Graspable Math uses interactive animations to show the spatial transformations that connect adjacent steps in a derivation, but often times it is useful for mathematical reasoners to see the overall correspondences between elements of a long derivation. In converting the equation of a line from the point-slope form of \(y-7=3(x-2)\) to slope-intercept form of \(y=3x+1\), it is illuminating to see why and how the intercept depends on both the point and the slope of the original form, but the slope does not. Graphically speaking, if a line needs to hit a particular point \(\{2,7\}\), then as the slope of the line becomes increasingly shallow, it will have to hit the Y-intercept at increasingly high points. Algebraically speaking, the intercept is seen to depend on the y-coordinate of the point \(\{2,7\}\) in a directly proportional way, but is seen to depend on the x-coordinate in a multiplicative manner with the slope. Together, juxtaposition of the algebraic and graphical representations of linear systems takes advantage of the superior spatial relation highlighting of the graph representation and the superior highlighting of quantity dependencies of the algebraic representation.

We have engaged in a considerable amount of testing of Graspable Math in classroom and informal learning contexts. Students are generally highly enthusiastic and engaged when interacting with the system. Achieving these high levels of engagement is, in itself, a major achievement in educational design given that most students find algebra to be one of the least liked topics in all of their K-12 school experience! Moreover, on tests of transfer of mathematical reasoning to new problems presented in a paper-and-pencil format, Graspable Math has been shown to have educational benefits compared to standard practices for teaching the same content. When deploying Graspable Math in educational contexts, instructor-coaches should be aware of the potential for students to acquire “mal rules” – procedural transformations that are not formally valid (Sleeman, 1984). For example, because cancelling out terms is so aesthetically and kinesthetically agreeable for many students, there is some tendency to overgeneralize from those situa-
tions where spatial cancelling is valid (e.g., crossing out the 3’s in 3x/3y) to those where it is not (e.g., (3+x)/(3+y)). One might draw the conclusion from these infelicitous perception-action generalizations that these seductively intuitive but dangerous perception-action routines should be avoided. Relying on formal and explicit rules may be safer (Kirshner & Awtry, 2004). However, we have had success by instead training perception-action routines to become more nuanced in their triggering conditions and deployment. One way to train this subtlety is by placing the forms 3x/3y and (3+x)/(3+y) side by side, showing that the cancelling transformation can apply to one but not the other, and then showing what the allowed spatial transformations of the latter form is (3/(3+y)) + (x/(3+y)). There is substantial pedagogical mileage to be gained by adopting a growth mindset rather than a fixed mindset (Dweck, 2012) toward our own perceptual abilities.

**Recommendations and Future Research**

The most immediate recommendation stemming from our research for the Generalized Intelligent Framework for Tutoring (GIFT) (Sottilare et al., 2013) is to develop additional support for incorporating interactive, spatial simulations, and cultivating training within these rich environments. We have been impressed by the extent to which training, even for skills normally considered “intellectual,” is most effectively enabled by educating perception and action routines. From our perspective, the GIFT initiative has excelled at incorporating explicit discourse and self-explanation into computer-based training systems. This activity could be effectively combined with our laboratory’s emphasis on implicit perception-action training. Rather than treating explicit understandings and implicit perception-action routines as parallel and independent, the two routes to proficient skilled performance are mutually supportive and understanding their interplay in human learning is an exciting area for improving computer-based tutoring. GIFT already has modules that are well positioned to track learners’ detailed actions. By leveraging these modules, and developing new capacities for mouse tracking, gesture recognition, open-ended procedurally generated simulations, and dynamic systems, a general platform could be built for studying how skill develops from synergies between implicit and explicit learning.

When thinking about a content domain, there is a tendency to focus on the facts, explicit strategies, and formal models that underlie the domain. While these are certainly important components, it is easy to neglect the more implicit “feels” that an expert develops for a domain (Goodwin, 1994). These feels are often underappreciated precisely because they are implicit and hard to put into words. Even for the apparently abstract and formal content domain of algebra, proficient practitioners develop feels that have a surprisingly large impact on what they are able to accomplish. These feels develop at both input and output ends of information processing. On the input end, mathematicians develop strong dispositions to perceptually organize and reorganize mathematical objects in ways that help them see patterns that are important to them. On the output end, mathematicians develop action routines that help them transform math in revealing ways. Moreover, the input and output sides are inextricably linked because what we perceive influences the actions we generate, and our actions transform the world to make fruitful perceptions more likely (Landy & Goldstone, 2007).

Given this perspective, our foremost recommendation going forward is to consider ways to incorporate perception-action procedures into models of domain knowledge. For education purposes, it is beneficial for coaches, trainers, teachers, and students to think about ways of adapting how to see and how to act. Although this kind of knowledge can be considered to be procedural, it is quite different from traditional procedural knowledge that is modeled after following recipes, rules, or algorithms. In algebra, it is one thing to explicitly know that the distributive property of multiplication over addition can be used to transform 3(X+Y) into 3X+3Y and another thing to reliably enact the spatial action routine that splits the 3 into the proper number of terms within the parenthesis and constructs the formally valid written expression. Perception and action procedures will likely involve different effective training techniques than
knowledge that involves either declarative knowledge or recipe following (Koedinger, Booth & Klahr, 2013). Compared to more explicit knowledge, embodied and grounded perception-action routines seem to benefit from prolonged and spaced practice, tight agent-to-environment coupling, scaffolded training support, and training that emphasizes active construction over passive study of solved problems.

Although explicit knowledge and perception-action procedures should be distinguished for purposes of optimizing their acquisition and use, it would be a mistake to treat the two kinds of knowledge as operating independently, in parallel. In fact, our second recommendation is to understand understanding itself as the interplay between explicit knowledge and implicit perception-action training. It may be tempting to try tackling the tasks of training explicit and implicit knowledge separately. Much of modern neuroimaging encourages treating different brain regions as modules whose activity levels can be separately assessed. This leads naturally to an approach toward training that stresses the importance of increasing or decreasing the activity of particular modules, much as one would practice curls in weightlifting to strengthen a particular muscle group such as the biceps. As an alternative vision, we think that successful training often involves the coordination of modules rather than their independent strengthening (Schwartz & Goldstone, 2016). Proficient mathematicians strategically think about ways of training their perception-action systems over time to do the Right Thing, formally speaking. They also think creatively and laboriously about ways to create coordinations between algebraic, geometric, topological, spatial, definitional, and model-based understandings of a situation. Developing learning contexts that allow our explicit and implicit understandings to mutually inform one another has great potential payoff for promoting learning outcomes that are efficient, robust, and broadly applicable.
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CHAPTER 20 – Sketch Understanding for Education
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Introduction

Spatial learning is a fundamental problem for education. Spatial learning involves two things. The first is learning how to represent and reason about space itself. The second is how spatial representations and reasoning can be used in learning other domains. Space is particularly important for science, technology, engineering, and mathematics (STEM) domains, since many scientific and engineering fields have spatial components (e.g., mechanics, chemistry, geoscience, and so on). Modeling these domains, as well as many others, requires modeling their spatial aspects. This requires formal representations of shape and space, drawing on cognitive science research on human visual and spatial representations and reasoning. It also requires the ability for domain modelers, learners, and intelligent tutoring systems (ITSs) to communicate about spatial concepts. People use a variety of means to communicate spatial concepts with each other, such as gesture, physical models, and sketching. Sketching is a sweet spot for ITSs because it is a powerful tool for spatial learning and it is a closer match to the affordances of today’s computer technologies used to field ITSs, particularly as digital pens become more common (e.g., Tablet PCs, iPad Pro).

Why is sketching a powerful tool for spatial learning? There are three reasons. First, sketching is a natural way that people communicate spatial ideas. Graphs, maps, configurations, and sequences of events are all naturally depicted via sketches. Sketching between people is interactive, involving both drawing and language. This enables feedback to be provided immediately, by contrast with learners grappling with a diagram that complements a text they are reading. Second, sketching is a powerful way for people to work through ideas on their own. Creating a sketch, like writing, forces one to be more specific about an idea, in order to decide what to include, how to depict things, and how they are related. Third and finally, sketches can be used to work through abstract ideas in addition to concretely spatial topics. Concept maps, Venn diagrams, schematics, and object class diagrams are all examples of visual languages aimed at helping people grapple with abstract concepts spatially. Thus incorporating sketching widely in ITSs could potentially have revolutionary impact.

Despite this potential, very few ITSs have used sketching to date. Recent advances in artificial intelligence (AI) can change this. This chapter discusses recent progress in sketch understanding and how it can be used in education. It outlines the idea of open-domain sketch understanding, illustrating how models of human-like visual and spatial representations can be used across a range of domains. It also discusses recognition-based systems, which provide complementary services for specific domains. Both approaches are illustrated via field-tested examples. The consequences of incorporating sketches for the design of ITSs are discussed, closing with recommendations and directions for future research.

Related Research

This section discusses the two main approaches to sketch understanding, the open-domain approach (Forbus, Usher, Lovett, Lockwood & Wetzel, 2011) and the recognition-based approach (Stahovich, Davis & Shrobe, 1998; Valentine et al. 2012). Ultimately, these approaches are complementary, as discussed later.
Open-Domain Sketch Understanding

Human vision is very powerful, and relies on both vast processing capabilities and rich, hierarchical representations (Palmer, 1999). Cognitive science is still far from a complete model of human visual and spatial representations and reasoning. Working with sketches instead of vision radically simplifies the problem (e.g., edge-finding, stereo vision, and lightness computations become moot). However, many hard problems remain (e.g., segmentation). Even for the subset of visual problems relevant for sketching, none of them have been completely solved. However, there has been enough progress that workable solutions for many educational situations exist. By workable, I mean that what the software sees is close enough to what people see that a tutoring system’s visual understanding can be used in generating helpful feedback. This is the idea of open-domain sketch understanding (i.e., constructing a general high-level visual system for digital ink that can be used across a wide range of domains and applications).

Open-domain sketch understanding systems have been used to explore battlespace reasoning (Forbus, Usher & Chapman, 2003; Rasch, Kott & Forbus, 2002), teaching AI systems via multimodal instruction (Chang & Forbus, 2015; Hinrichs & Forbus, 2013; Lockwood & Forbus, 2009;) and solving physics problems expressed via diagrams (Chang, Wetzel & Forbus, 2014). I focus on CogSketch (Forbus et al., 2011) here because it has seen the most use in education research and because it is being made freely available for research and applications.

Like other open-domain sketch understanding systems, CogSketch relies on a combination of quantitative and qualitative representations and processing. Its input consists of digital ink, which is encoded as polylines, each of which is an ordered list of points. Each polyline includes, in addition to the x,y coordinates and timestamps for each of its points, other visual properties of the ink (e.g., stroke thickness, color, and whether it is solid or dashed). Ink is initially grouped into glyphs (i.e., visual entities considered as a unit) as part of the drawing process. The CogSketch interface enables a user to say when they are finished with a glyph, or just draw and do segmentation later, depending on individual preference. The interface also provides a means for users to label what they intend their glyph to mean, using concepts drawn from CogSketch’s knowledge base. This explicit labeling is very important, since it ensures that the learner’s ideas are accurately conveyed to the system even when they are incorrect. For example, an AI system that understands the layers of the Earth might conjecture that the student’s innermost circle represents the Earth’s core, whereas in the student’s mind, they intend it to be Earth’s mantle. CogSketch takes the difference between visual and spatial to lie in the interpretation of the sketch, with visual concerning properties computed with respect to the coordinate system of the sketch, and spatial concerning properties computed with respect to the world depicted. This part of a user’s intent is also communicated explicitly. That is, users can specify the genre of a sketch (i.e., map, physical, abstract) and its pose (i.e., viewed from the top or side).

Qualitative representations are particularly important for spatial learning because they provide a bridge between perception and cognition. That is, qualitative representations carve up space and shapes into discrete symbolic elements, typically grounded in metric representations, which can then be reasoned about. CogSketch computes qualitative spatial relationships both between glyphs and within glyphs. Between glyphs, it computes qualitative topological relationships (e.g., disconnected, touching, inside) based on Region Connection Calculus (Cohn, 1996), positional relationships (e.g., above, leftOf), coarse shape properties (e.g., major axis, roundness), and relative sizes with respect to the frame (e.g., large, small, medium). It can also group sets of glyphs with similar properties, using gestalt principles. Within glyphs, the representations it can construct include edge-level representations, where ink is split into junctions at

---

1 CogSketch uses contents from the OpenCyc knowledge base, which includes over 59,000 concepts and over 16,000 relations, all connected via 1.3 million facts.
visually salient points, and edge cycle representations, where connected sets of edges that decompose a glyphs into 2D regions are constructed. These representations can be used to construct hypotheses about surfaces in three dimensions (Lovett, Dehghani & Forbus, 2008; Lovett & Forbus, 2013). The ability to shift among multiple levels can be important for tutoring. For instance, in providing feedback about engineering drawing exercises, CogSketch starts with glyph level descriptions, and based on how they match, it drills down as needed to finer-grained edge-level representations to provide more specific feedback.

All of the relationships computed by CogSketch are represented explicitly, as predicate calculus statements. This provides two benefits. First, it enables a tight coupling between visual and conceptual information. For instance, when a coaching system is providing feedback about possible motions of a mechanical system, it is capable of analyzing ink representing the two objects to introducing a new edge to explicitly represent their surface contact, and it can provide reasons for its conclusions, to enable students to understand its reasoning (Figure 1). Second, it enables the use of analogical matching to compare and contrast sketches. CogSketch uses SME, the Structure-Mapping Engine (Falkenhainer, Forbus & Gentner, 1989; Forbus, Ferguson, Lovett & Gentner, in press), a computational model of Gentner’s (1983) structure-mapping theory of analogy and similarity. There is psychological evidence that human visual similarity can be captured via the laws of structure-mapping (Sagi, Gentner & Lovett, 2012). Moreover, CogSketch’s visual representations have been used to model multiple visual problem-solving tasks, including geometric analogies (Lovett, Tomai, Forbus & Usher, 2009), cross-cultural data on a visual oddity task (Lovett & Forbus, 2011), and Ravens’ Progressive Matrices (Lovett, Forbus & Usher, 2010). These tasks provide evidence that CogSketch’s visual processing and analogical matching processes are useful for comparing and contrasting sketches in human-like ways.

All of the relationships computed by CogSketch are represented explicitly, as predicate calculus statements. This provides two benefits. First, it enables a tight coupling between visual and conceptual information. For instance, when a coaching system is providing feedback about possible motions of a mechanical system, it is capable of analyzing ink representing the two objects to introducing a new edge to explicitly represent their surface contact, and it can provide reasons for its conclusions, to enable students to understand its reasoning (Figure 1). Second, it enables the use of analogical matching to compare and contrast sketches. CogSketch uses SME, the Structure-Mapping Engine (Falkenhainer, Forbus & Gentner, 1989; Forbus, Ferguson, Lovett & Gentner, in press), a computational model of Gentner’s (1983) structure-mapping theory of analogy and similarity. There is psychological evidence that human visual similarity can be captured via the laws of structure-mapping (Sagi, Gentner & Lovett, 2012). Moreover, CogSketch’s visual representations have been used to model multiple visual problem-solving tasks, including geometric analogies (Lovett, Tomai, Forbus & Usher, 2009), cross-cultural data on a visual oddity task (Lovett & Forbus, 2011), and Ravens’ Progressive Matrices (Lovett, Forbus & Usher, 2010). These tasks provide evidence that CogSketch’s visual processing and analogical matching processes are useful for comparing and contrasting sketches in human-like ways.

All of the relationships computed by CogSketch are represented explicitly, as predicate calculus statements. This provides two benefits. First, it enables a tight coupling between visual and conceptual information. For instance, when a coaching system is providing feedback about possible motions of a mechanical system, it is capable of analyzing ink representing the two objects to introducing a new edge to explicitly represent their surface contact, and it can provide reasons for its conclusions, to enable students to understand its reasoning (Figure 1). Second, it enables the use of analogical matching to compare and contrast sketches. CogSketch uses SME, the Structure-Mapping Engine (Falkenhainer, Forbus & Gentner, 1989; Forbus, Ferguson, Lovett & Gentner, in press), a computational model of Gentner’s (1983) structure-mapping theory of analogy and similarity. There is psychological evidence that human visual similarity can be captured via the laws of structure-mapping (Sagi, Gentner & Lovett, 2012). Moreover, CogSketch’s visual representations have been used to model multiple visual problem-solving tasks, including geometric analogies (Lovett, Tomai, Forbus & Usher, 2009), cross-cultural data on a visual oddity task (Lovett & Forbus, 2011), and Ravens’ Progressive Matrices (Lovett, Forbus & Usher, 2010). These tasks provide evidence that CogSketch’s visual processing and analogical matching processes are useful for comparing and contrasting sketches in human-like ways.

All of the relationships computed by CogSketch are represented explicitly, as predicate calculus statements. This provides two benefits. First, it enables a tight coupling between visual and conceptual information. For instance, when a coaching system is providing feedback about possible motions of a mechanical system, it is capable of analyzing ink representing the two objects to introducing a new edge to explicitly represent their surface contact, and it can provide reasons for its conclusions, to enable students to understand its reasoning (Figure 1). Second, it enables the use of analogical matching to compare and contrast sketches. CogSketch uses SME, the Structure-Mapping Engine (Falkenhainer, Forbus & Gentner, 1989; Forbus, Ferguson, Lovett & Gentner, in press), a computational model of Gentner’s (1983) structure-mapping theory of analogy and similarity. There is psychological evidence that human visual similarity can be captured via the laws of structure-mapping (Sagi, Gentner & Lovett, 2012). Moreover, CogSketch’s visual representations have been used to model multiple visual problem-solving tasks, including geometric analogies (Lovett, Tomai, Forbus & Usher, 2009), cross-cultural data on a visual oddity task (Lovett & Forbus, 2011), and Ravens’ Progressive Matrices (Lovett, Forbus & Usher, 2010). These tasks provide evidence that CogSketch’s visual processing and analogical matching processes are useful for comparing and contrasting sketches in human-like ways.

2 For example, on the Ravens’ test, a widely used test of human intelligence, the CogSketch model’s performance places it in the 75th percentile, which is better than most adult Americans (Lovett et al., 2010).

Figure 1. An example of feedback provided by the CogSketch Design Coach.
CogSketch provides a rich visual language for communicating via sketching. So far I have focused on glyphs that represent specific shapes or objects, also known as entity glyphs. CogSketch supports two other kinds of glyphs as well. Relation glyphs describe binary relationships between other glyphs. Relation glyphs are drawn as arrows and their conceptual interpretation is provided by the user selecting among a set of available relationships (In the knowledge base CogSketch uses, there are just over 11,000 such relationships, but for any particular exercise, only a small subset of relevant relationships are exposed, to help learners stay focused). CogSketch guesses what other glyphs the relationship applies to, based on proximity of other glyphs to the ends of the arrow that the user draws. If its guess about the intended meaning is incorrect, users can change this via a simple drag and drop interface. Annotation glyphs provide links to specific kinds of conceptual information. Examples include numerical values with units (e.g., flow rates in a sketch of the Carbon Cycle are to be specified in petatons), directions of applied force or motion, and points of mechanical constraint. The type of annotation glyph being drawn is selected from a menu, and there are one or more attachment points that can be dragged to indicate what the annotation applies to. These representations are compositional when appropriate (e.g., relation glyphs can be used to link one relationship to another) to express causality or implication. This vocabulary is sufficient to express concept maps, as well as physical situations and many kinds of diagrams.

Many domains involve the depiction of multiple states of affairs, either showing how a situation evolves over time or alternatives to be contrasted. To support this, CogSketch sketches can consist of multiple subsketches. Each subsketch has its own local coordinate system and interpretation, although persistent objects can be constructed by copy/pasting glyphs from one subsketch to another. To get an overview of the sketch, the metalayer treats every subsketch as a higher-order glyph. Like other types of glyphs, these glyphs can be related via arrows and annotated. Thus the subsketches can be used to form comic graphs, a generalization of comic strips because they allow branches and joins, unlike the traditional linear structure of comic strips. Because this visual representation enables multiple states to be displayed at once, it can facilitate comparison by reducing working memory load. This is an important contrast to animation, which although popular for dynamic displays, can lead to issues of students not noticing important information and not being able to compare subsequent states due to memory load. Psychological evidence (Tversky, Morrison & Betrancourt, 2002) suggests that sequences of pictures (i.e., a sequence of qualitative states) are often better than animation. It is certainly easier for a student to produce such a sequence of drawings and be given feedback on them, than to force students to provide all of the additional information needed to make an animation.

**Examples of Open-Domain Sketch Understanding for Education**

CogSketch was designed as a platform for creating new kinds of sketch-based educational software. Two types of such software have been developed to date: Sketch Worksheets and Design Coach. Each is summarized.

Sketch Worksheets (Yin, Forbus, Usher, Sageman & Jee, 2010) helps students learn about situations and systems whose characterization depends to some degree on spatial layouts. Figure 2 shows a simple example of a greenhouse effect worksheet. Sketch Worksheets can be authored by domain experts, using a special interface in CogSketch. That is, authors construct a solution sketch as a subsketch within a sketch representing the worksheet. They choose what concepts, relationships, and annotations are relevant to the worksheet from the underlying knowledge base, or (with more effort) they can extend the knowledge base with their own contributions. CogSketch automatically elaborates what they draw via visual processing. The author marks what feedback should be given if particular relationships (visual or conceptual) are not satisfied. For example in Figure 2, the student has forgotten to add a radiation flow from the atmosphere back to the planet. The worksheet author provided advice, in natural language, to be presented if this occurred, so the lack of that flow causes the tutor to present this advice. This information can also be organized into rubrics (e.g., the Radiation Arrows entry on the feedback pane), and a numerical score can be
assigned to each such difference. When a student tackles a Sketch Worksheet, they are drawing on a subsketch that is distinct from the author’s solution, but their ink and conceptual labels are processed in the same way. Feedback is provided on demand, based on differences between the solution sketch and a student’s sketch, as computed by a subject-matter expert (SME). To avoid overloading students, feedback is filtered based on rubrics (i.e., more basic issues are presented before more subtle ones). Moreover, the integrated visual and conceptual analogy is used to highlight the aspects of the sketch involved in each piece of feedback, providing context for students to understand how the feedback applies to their sketch.

Classroom experimentation motivated several different extensions to this model. First, misconception sketches can be provided when there are known problems that students have on an assignment. When a misconception sketch matches the student’s sketch, the advice it provides is given instead of advice based on differences with a solution sketch. Second, subsketches can have a background image against which sketching is done. This is important for many types of problems, such as marking up photographs and interpreting graphs. Since CogSketch does not process bitmaps, instructors use entity glyphs to mark up photographs in their solution(s). Such glyphs can be used as quantitative ink constraints, so that a student’s glyph must be a quantitatively accurate tracing, in location, orientation, and scale, to the instructor’s glyph, up to some tolerance. Finally, quantitative matching of numerical value annotations is carried out, again with appropriate tolerances and unit conversions.
There are additional analytic tools to help instructors and researchers mine sketches for information about student performance. CogSketch automatically keeps a complete temporal record of every user interface (UI) operation, and can reconstruct exactly what a student’s sketch looked like each time they requested feedback and what feedback they were given. A gradebook provides a simple means for instructors to grade worksheets for classes, including an opt-in scheme that transmits their student data, anonymized onsite for privacy, to Northwestern University as a contribution to an ongoing corpus of sketches to facilitate future research.

Sketch worksheets have been used with a variety of student ages and domains. For example, fifth grade students who were learning about the human circulatory system that used three Sketch Worksheets showed significant gains on two out of three pre/post-tests (Miller, Cromley & Newcombe, 2013). Most classroom experiments have concerned college geoscience, with pilot experiments conducted at Northwestern and Carleton. The most extensive experiment was using sketch worksheets across an entire semester of an introductory geoscience class at University of Wisconsin-Madison. Importantly, the worksheets used in this experiment were developed by a geoscience graduate student and faculty member, not by AI or computer science researchers. Although most geoscience instructors think that sketching is important, few assign sketches as often as they think that they should, due to the onerous burden of grading them. In the Madison experiment, parallel pencil and paper worksheets were also developed, and additional investment was made to grade those as well, providing a comparison of Sketch Worksheets against an idealized situation. Student pre/post-test scores for Sketch Worksheets were just as good as for the pencil and paper worksheets, demonstrating that this technology can lead to the same outcomes as good human tutoring, although far more efficiently (Garnier et al., 2014).

Sketch Worksheets were designed to be domain-general and not involve any reasoning beyond CogSketch’s default capabilities. The Design Coach illustrates a very different type of system, aimed at a specific domain and involving domain-specific reasoning and feedback. The goal of the Design Coach was to help introductory engineering design students become more confident in explaining themselves via sketching. Instructors at Northwestern and elsewhere view this as a serious issue, what can be thought of as sketch anxiety, analogous to math anxiety, which is a form of stereotype threat that can significantly impact women and underrepresented minority students (Beilock, Gunderson, Ramirez & Levine, 2010). The idea was to enable students to practice using sketching to explain designs in a socially safe setting (i.e., CogSketch). The Design Coach provides feedback when the student’s explanation is inconsistent or incomplete. As a simplistic example, suppose a student drew ramp and block in Figure 1 and said that it was not going to move (top of Figure 1). The bottom of Figure 1 shows the Design Coach’s feedback, based on qualitative mechanics reasoning, involving visually identifying a region of surface contact between the block and the ramp, reasoning about the net forces on the block (the student did not specify friction), and the mechanical constraint imposed by the orientation of the ramp.

This is, of course, a very simple example: Most designs include multiple states, either representing different modes or an unfolding behavior, so students draw comic graphs to describe multiple states, using arrows on the metalayer to describe how they relate to each other as part of their explanation. This provides new opportunities for feedback (e.g., when the sequence of behaviors that a student draws is inconsistent with what they say about the design). Non-sketch input is provided via a simple menu system that lets students construct what looks to them like sentences, but lead to predicate calculus representations internally that CogSketch can reason about, as in the top of Figure 1. In a pilot experiment, just one Design Coach exercise during a quarter was sufficient to significantly reduce sketch anxiety, compared to a control group who did not use it (Wetzel & Forbus, 2015).
Recognition-Based Sketch Understanding

Some domains involve using vocabularies of visual symbols to express situations, plans, and designs. Examples include schematics in digital and analog electronics, unified modeling language (UML) diagrams, and military battle plans. While many equate sketch understanding with sketch recognition, that is a fundamental mistake, for two reasons. First, in human to human sketching, people talk while sketching, indicating what their glyphs represent and what relationships between them are important versus unimportant. In other words, recognition is a catalyst, not a requirement, for sketching. Second, recognition works well when there are visual symbols, whose meaning is fundamentally distinct from their spatial properties. Much of what people draw when sketching in STEM domains are not visual symbols. The outline of a geological fault or marker bed, for example, is a function of the processes that gave rise to the formation of those geologic structures, not a human convention for depicting a component in an artifact. The mapping between conceptual entities and visual properties in general is many to many: A circle could represent a planet, an orbit, a cross section of a vein or pipe, or a bubble, for example. Nevertheless, for domains where visual symbols can be used, or defined, recognition can improve the fluency of sketching.

It is important to realize that sketch recognition is an extremely hard problem. To understand why sketch recognition is difficult, it is useful to consider an edge case: handwriting recognition. Today’s handwriting recognizers are amazingly good, especially if they are provided with stroke timing information in addition to the visual depiction of the digital ink. The symbol vocabulary is fairly large, in English, 52 characters (upper and lower case) plus punctuation. However, the relationships between characters are strictly linear, rather than being arrayed in multiple configurations (ignoring crossword puzzles, other word games, and artistic layouts). The sketch recognition problem is harder because in general visual symbols can have multi-dimensional relationships. Moreover, in handwriting recognition there are strong constraints due to language, including between character relationships and higher-order relationships involving common sequences of words. Such relationships do exist in other domains where sketch recognition is useful. For example, in an analog circuit diagram it is rare to see a transistor without at least one resistor connected to it, and there are visual conventions on geometry (e.g., electrical grounds tend to be drawn on the bottom of a circuit) that can facilitate recognition. However, the amount of training data available for most domains is much smaller than today’s machine learning techniques tend to require.

Despite these difficulties, impressive progress has been made on using sketch recognition systems in education. This progress has been based on combining existing technologies and extending them as needed to support particular uses. For example, one problem with any recognition technology is that, today, the user is being trained as much as the system. This drawback can be turned into an advantage, when the topic of instruction is how to draw visual symbols, as in teaching Kanji (Taele & Hammond, 2009). The strokes in Kanji are drawn in a specific order so that, when someone is writing quickly, the distortions introduced will be recognizable across different people. Similarly, when teaching music annotation (Taele, Barreto & Hammond, 2015), the point is to learn how to use visual symbols to express meaning in another domain.

The MECHANIX system (Valentine et al., 2012) helps students with statics problems. Here recognition is divided into two distinct problems, recognizing the lines that constitute the struts in a mechanical structure, versus writing the equations that describe the structure. MECHANIX has now been successfully fielded in classes at Texas A&M. Another system for statics problems, Newton’s Pen 2 (Lee, Jordan, Stahovich & Herold, 2012), was developed and successfully deployed for courses at University of California Riverside.

An interesting case where sketch recognition has been used is in pentop computing systems, where a pen is used with special paper to produce diagrams in ink that are human-readable, but also lead to a digital trace that can be used for assessment and feedback. Kirchoff’s Pen (de Silva et al., 2007), for example, provided feedback to help students learn aspects of electrical circuit analysis. Given the limited amount of
processing on such pens, these systems required that students learn a particular order in which strokes need to be made to enable recognition, and thus have fallen out of favor compared to using tablet PCs.

An important problem in recognition-based systems is automatic segmentation. That is, what pieces of ink should be considered together? This is typically solved by using spatial and temporal proximity as a heuristic for grouping (Cohen et al., 2015). Recognition and segmentation can interact (e.g., recognizing a set of strokes as characters denoting a resistor’s value versus strokes describing the resistor itself). Information from multiple modalities can help with both segmentation and recognition. For example, in Sketch-Thru-Plan (Cohen et al., 2015), a multimodal sketch recognition system for enabling commanders to express military battle plans, accuracy went from 73% to 96% when both speech and ink recognition were used for mutual disambiguation, versus ink recognition alone.

These examples illustrate that sketch recognition, when used carefully, can provide value for educational software systems. However, the drawback is that recognition errors can distract students, focusing them more on the interface than on the topic they are trying to learn. An interesting comparison can be made with speech recognition. Speech recognition has seen a considerable amount of attention by the research community over the past 40 years, and with that amount of time and a considerable investment of resources, only now is starting to become really useful on an everyday basis. Some, but not all, of the bottlenecks have been due to lack of raw computational power, to be sure. But sketch recognition has had far less attention and investment than speech recognition, while being an arguably more difficult problem, so it should not be surprising that it has farther to go before it will be similarly useful.

Since the focus of this book is on domain modeling, and the role of sketch recognition is improving interface fluency rather than adding new domain modeling capabilities, it is not considered further here. However, as recognition technologies improve, they could be integrated into open-domain sketching systems to suggest conceptual labels for student ink. Such suggestions could make interaction more fluent when recognition is successful, but if it fails, students could easily correct it via the usual conceptual labeling interface. It may also be the case that the richer representations provided by CogSketch’s visual processing could substantially enhance recognition, but this is an empirical question.

**Discussion**

Progress in sketch understanding offers the opportunity to create domain models that include visual and spatial information. The use of qualitative spatial representations, automatically computed from digital ink, provides a means for people and software to communicate concerning spatial topics that has not been available before. This new capability provides three advantages for domain modeling:

1. **Domain experts can express their visual and spatial knowledge via sketching.** As research with Sketch Worksheets shows, this can lead to materials authored entirely by domain experts, without AI practitioners in the content generation loop. This is crucial for scalability.

2. **Students can express their understanding of spatial situations via sketching.** Moreover, there is evidence that the order in which students draw elements of diagrams, and what they do and do not include, can provide valuable information for assessment, even during simple copying tasks (Jee et al., 2014).

3. **Visual information can be combined with conceptual representations to support domain-specific reasoning,** as illustrated the Design Coach research. Research to date suggests that the same set of visual relationships should suffice for a wide range of STEM domains. Thus having a broad range
of visual and spatial representations already developed and reusable should drastically cut the
cost of developing new domain theories that involve visual processing and spatial knowledge.

This suggests that sketches should become a common content medium for ITS. Analogical processing
over formally represented sketches provides a form of case-based reasoning, which can be used to rapidly
author new exercises in domains and provide examples for other kinds of case-based tutors. It also sug-
gests that, when spatial content is involved in a domain, it is worth incorporating sketching interfaces in
ITS. With the rise of pen computing, as illustrated by Microsoft’s Surface computers and the iPad Pro, the
hardware to support sketching well is rapidly becoming commonplace. However, even when using a
mouse and doing explicit segmentation and conceptual labeling, sketching interfaces are easy for students
as young as fifth grade to use.

**Recommendations and Future Research**

Here are two recommendations for the Generalized Intelligent Framework for Tutoring (GIFT) specifica-
ly, and two recommendations for further research. Regarding GIFT, I suggest the following:

1. Integrate a sketching interface and sketch understanding into GIFT. Since CogSketch has already
   been developed as part of a decade-long National Science Foundation (NSF)-funded effort and is
   publically available, it is a good place to start. This will require mostly engineering effort. A dis-
   tributed version is already under development, with lightweight HTML5 interfaces for ink cap-
   ture that could be integrated within the GIFT interface framework, with the heavier visual, con-
   ceptual, and analogical processing happening via a CogSketch instance running on a server or
   cloud service. The simplest version of this is incorporating the current Sketch Worksheet model
   as lessons within other ITSs and curricula, providing interconnections between the internal repr
   esentations of rubrics with representations used by other tutoring systems. For example, CogSketch
   tracks timing information at the level of individual ink strokes and glyphs. It can pro-
   vide information about when the student asked for feedback, what feedback they were given, and
   what the students were seeing at the time. This information can be analyzed in many ways: Spa-
   tial Intelligence and Learning Center (SILC) psychologists and learning scientists have used it to
   analyze student learning (e.g., Jee, Gentner, Uttal, D, Sageman, Forbus, Manduca, Ormand,
   C., Shipley, T. & Tikoff, 2014), and there is potential for finding patterns of misconceptions by
   using analogical generalization over a corpus of sketches (Chang & Forbus, 2014).

2. Develop a Sketching Academy, by analogy with Khan Academy, where learners can go to learn
   spatially heavy domains, such as physics, mechanics, geoscience, and biology. GIFT would pro-
   vide the overall interface and recommendation services (e.g., based on how a student has done so
   far, provide suggestions as to what problem to try next).

Here are two recommendations regarding future research:

1. Explore the use of a combination of image processing and sketch understanding to automatically
   (or semi-automatically) encode diagrams and other image-based training materials for domain
   model construction. Unlike many of today’s computer vision techniques, which rely on pixel-
   based processing, it has long been known that mammalian vision includes edge-finding as one of
   its basic operations. An intriguing possibility is to use off-the-shelf edge-finders to produce digi-
   tal ink, which might then be processed via CogSketch into material that could be integrated into a
   domain theory. This involves tackling several difficult research questions, such as automatic
   segmentation of what can be very rich visual stimuli and doing context-driven recognition (e.g.,
   diagrams and text refer to each other).
Explore multimodal science learners both as an aid to domain modelers and as a step toward true Socratic tutors. In Socratic dialogues, either party can bring up new examples to illustrate a concept or sharpen a distinction. This requires combining both sketch understanding and natural language understanding for robust multimodal interactions. It also requires extremely broad and deep background knowledge, so that the software Socratic tutor can make sense of student-provided examples. Therefore, as a way to bootstrap such systems, I suggest first investigating how to build multimodal science learners, that is, systems which can be taught science topics via multimodal interactions and via learning by reading (including diagrams). This intermediate kind of system provides a setting for exploring better techniques for multimodal interaction and accumulating domain knowledge at scale. The accumulated knowledge and improved communication abilities will provide the basis for the next step, of incorporating additional pedagogical models (built perhaps in part by the system reflecting on its own experiences as a student).

To summarize, sketch understanding, especially open-domain sketch understanding, shows promise as a new medium for domain modeling and interaction in ITS. The naturalness of sketching, both for domain modelers creating spatially laced content (as, for example, much of STEM is) and for students, suggests that sketching could potentially have a revolutionary impact. The time is right for larger-scale experiments, to understand both how to scale up sketch understanding for domain modeling and interacting with students, and how to best integrate it with other forms of educational software.
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Design Recommendations for Intelligent Tutoring Systems

Volume 4
Domain Modeling

Design Recommendations for Intelligent Tutoring Systems (ITSs) explores the impact of intelligent tutoring system design on education and training. Specifically, this volume examines “Domain Modeling”. The “Design Recommendations” book series examines tools and methods to reduce the time and skill required to develop Intelligent Tutoring Systems with the goal of improving the Generalized Intelligent Framework for Tutoring (GIFT). GIFT is a modular, service-oriented architecture developed to capture simplified authoring techniques, promote reuse and standardization of ITSs along with automated instructional techniques and effectiveness evaluation capabilities for adaptive tutoring tools and methods.
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